ON ECONOMETRIC MODELS OF THE U.S. ECONOMY
by Carl F. Christ

1, INTRODUCTION?

In this paper I propose to discuss econometric models of the
Tinbergen type? as applied to the U.S. economy. Econometric
models of the Leontief type also furnish food for thought, but
for those mental meals I must refer the reader elsewhere®.

Section II summarizes the character of Tinbergen-type
models. Section TII discusses some of their dynamic properties.
Section IV describes some general test procedures that can be
applied to econometric models, Section V contains most of the
meat of the paper; it presents a comparative survey of nine
Tinbergen-type models of the 11.S. economy that have appeared
in the last seventeen years, including some evidence concerning
the ability of four of them to explain or forecast post-sample-
period data. Section VI is a list of references,

[, TINBERGEN-TYPE ECONOMETRIC MODELS

Apgregate econometric models fall quite naturally into two
types, which I call the Tinbergen type and the Leontief type,
though of course it is possible to combine the two types into one
model, or no doubt to devise models that are different from both.
The essential character of the Tinbergen-type models may be
summarized thus.? There is a system of N equations. Some of

1 This paper was written during my tenure of a Fulbright Grant for work in
Cambridge, England, during 1954-55. 1 wish to express my appreciation to
Professor J. R. N. Stone of the Department of Applied Economics for fruitful
discussions of my work and for making available clerical and computing services.

% See the pioneering and worthwhile study, Tinbergen (1939). References will
be given in this form, see the list in Section V1.

? Besides the two similariy-titled ELecontief volumes (1951 and 1953), good
sources are Evans and Hoffenberg (1952), Netherlands Economic Institute (1953),
and Conference on Research in Income and Wealth (1955). The latter two are
collections of papers on input-output analysis, the last one being devoted to
appraisals by several writers, See also the excellent recent report by Stone,
Conceptual Problems in Inpur-Output Work (mimeographed, May 1935). This
memorandum was prepared for the O.E.E.C and discussed by a Working Group
on Statistics of Capital Formation, Input-Output Tables and Savings convened
by the Statistical Commission and Economic Commission for EBurope of the
United Nations at Geneva in June 1955.

4 See Koopmans and Hood (1953), pp. 117-26.
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2 INCOME AND WEALTH

them are exact definitions derived from considerations of
national accounting, such as C+I=Y etc. The others are
stochastic equations, of several possible types. Some stochastic
equations are meant to describe the behaviour of some important
group in the economy, such as consumers or investors in real
capital. Some are meant to describe the operation of techno-
logical or institutional restraints, and some are meant to describe
the kind of adjustment process that takes place in particular
markets (for labour or money or goods, etc.) when there is
excess demand or supply. All such equations, definitional or
stochastic, are called structural equations, for each is supposed
to describe the working of some more or less well-defined part
of the structure of the economy.

In addition to variables the equations contain unknown
parameters, which are supposed to be constant over a certain
period or population. There are typically more than N variables
in the system, i.e. more variables than equations. N of these
variables are classified as endogenous, and the remainder are
classified as predetermined. If the values of the parameters and
the predetermined variables are given to the system, then it
becomes a system of N equations with known coefficients and
with N unknowns - the N endogenous variables — so it can be
said to determine the values of the N endogenous variables,
given the values of the parameters and predetermined variables.
Strictly speaking, the endogenous variables are not exactly
determined by the system because of the stochastic character of
the nondefinitional structural equations; only their expected
values are so determined.

The essential nature of the predetermined variables, as their
name suggests, is that their values are already determined by the
time the system sets to work to determine the values of the
endogenous variables. The predetermined variables fall into
two groups. The first contains those supposed to be determined
completely outside the system; they are called exogenous
variables. The classic example (which hardly anyone ever uses in
a model) is the weather; other possible examples are government
policy variables, world market prices or demands, etc. The
second group contains variables whose values have been deter-
mined by the past working of the system, i.e. lagged endogenous
variables. Examples are last period’s income, peak previous
consumption, etc.
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1t is the lagged endogenous variables that give such a system
its dynamic character, i.e. its ability to generate changing values
of the endogenous variables even when the parameters and
exogenous variables and stochastic disturbances are held fixed.
For brevity I shall refer to the three last-mentioned groups of
factors as the qutonomous factors, to distinguish them as a whole
from the endogenous variables. Dynamic systems can be devised
that will generate cycles and/or long-term growth, even without
any changes in the autonomous factors.

The unknown parameters of the structural equations of a
model of the Tinbergen type are estimated by fitting them to
data giving the values of the endogenous and predetermined
variables in several different time-periods. If the equations were
exactly correct and the data contained no errors, the fit would
be perfect and the values of the parameters could be discovered
exactly.l However, the equations are only approximately correct
at best, and there are also some errors in the data, so that the fit
is almost mever exact. There are several fitting fechniques
available for making estimates in this situation. The two that
have been most used in Tinbergen-type models are the least
squares and the limited information methods.?

HI. DYNAMIC PROPERTIES

There is an extensive literature on dynamic theories of
economic fluctuations and growth, associated with the names of
Frisch, Kahn, Keynes, Kalecki, Harrod, Samuelson, Kaldor,
Domar, Goodwin, Hicks, and others. This field is closely
related to econometric models. One reason is that dynamic
economic theories have profoundly influenced the character of
the econometric models that have been constructed to try to
explain and forecast economic variables. Another reason is that
econometric models can provide a medium for discovering how
well a particular dynamic theory corresponds to the real world.

Because of this close relation between econometric models
and dynamic theories of fluctuations and growth, it may be

1 Except for any parameters that are not identified. For a good exposition of
this problem see Koopmans (1949)

* See, for example, Koopmans and Hood (1953). Another method has been
developed by A. Theil which has most of the advantages of the limited information
method and is much easier to use. See Theil’s forthcoming book.
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4 INCOME AND WEALTH

useful to digress a bit concerning these dynamic theories. There
are several devices that can be used to impart a dynamic
character to a theory or model.

One device, already mentioned in Section II, is the use of
lagged values of some of the endogenous variables, so that
events of the current period are influenced by events of the
preceding period(s), and events of the next period will be
influenced by events of the current period (and possibly pre-
ceding periods too), and so on into the future. Typically the
symbol x. is used for the value of x in period t or at time t, and
Xeq, Xi-p, €tC. accordingly denote the values of x lagged one
period, two periods, etc.

Another device, which is strictly equivalent to the use of lags,
is the use of differences between current and lagged variabies,
denoted by

DAXe=Xe—Xey
or differences between these differences,
A= AAX)= AXt— AXeq

::xt_2xt.1—i—xt‘2
X is called the first difference of x, /\%x. the second difference
of x, etc. The equivalence of lags and differences is easy to see
from the above definitions. For /Ax can be expressed in terms of
Xt via the first equation, or vice versa, and /A\%x: canbeexpressed
in terms of x+; and X, via the second equation. A stmilar equa-
tion can be derived expressing X., in terms of Ax: and A,
and so forth for higher order lags and differences.

Another device is the use of instantaneous rates of change,
i.e. derivatives with respect to time, such as dx/dt, or rates of
change of rates of change, such as the second derivative d2x/dt?,
etc. Differences and derivatives are two alternative ways of
expressing the fact or hypothesis that one variable’s value
depends infer alia on the rate of change of itself or some other
variable. The difference Aximeasures the average rate of change
of the variable x during the interval between periods t-1 and t.
The derivative dx/dt measures the instantaneous rate of change
of x at any particular moment t. Using differences (or lags) gives
rise to mathematical difference equations; using derivatives
gives rise to differential equations.® Either type of equation can

LIf one uses both differences (or lags) and derivatives, the result is mixed
difference-differential eguations.



CARL F. CHRIST 5

generate fluctnations and growth, the former in terms of small
jumps made once per period, the latter in terms of smooth,
continuous changes. Which to use is a matter of choice. Econo-
metric models to date have used differences almost exclusively,
and I shall do the same.*

Another device is the use of cumulated variables, such as
capital stock as the cumulation of net investment in the past,
etc. Such cumulated variables can easily be combined in the
same model with either differences or derivatives.

Suppose that the N structural equations of a model are solved
for the N endogenous variables in terms of the autonomous
factors and predetermined variables.? The result is called the
reduced form, and each of its equations may be used to forecast
one endogenous variable when the values of its parameters® and
the predetermined variables are known. But the reduced form is
not suitable for analysing the time-path of endogenous variables
generated by the model, for it typically expresses each endo-
genous variable as a function of exogenous variables and the
lagged values of several endogenous variables. To analyse the
time-path of an endogenous variable, one wants an equation
expressing that variable in terms of lagged values of itself (but
not of other endogenous variables) and exogenous variables.
Such equations are called final equations,* and in principle they
may always be obtained from the reduced form by algebra.’ A
final equation is a difference equation in one endogenous
variable, with coefficients depending on the parameters and
exogenous variables of the model. Such a difference equation
itself has a solution, with the following property: if enough
consecutive values of the endogenous variable in question are
known, ‘say X, X5, X5;% and if from that point onwards the
parameters of the model and the exogenous variables are held
fixed at known values, then the endogenous variable x will trace
out a determinate time-path of values x;, X,, X;, etc. forever,

I The advantages of difference equations are that observations of economic
flows are usually available for calendar periods, and that they are more familiar to
most economists. The main advantage of differential equations, and an important
one, is that an extensive body of mathematical results concerning them is
available and ready to be applied.

2 Defined above in Section II.

¥ Thereduced form parameters are functions of the parameters of the structural
equations.

4 The term is due to Tinbergen (1939, p. 130.

S But see p. 10, note 4.

¢ ‘Enough’ means as many as there are lags in the equation.
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and the solution of the final difference equation gives the value
of x at every future time as a function of t. The lags in the
reduced form are the same as those in the structural equations,
but there are typically more and longer lags in the final equation
than in the structure or reduced form because the number of
variables in a difference equation cannot be decreased in general
without increasing the number and length of lags.

To summarise the descriptions of the structural equations,
reduced form, final equations, and the latter’s solutions: (1) The
structural equations describe the interrelations of all the endo-
genous variables, conditioned by parameters and predetermined
variables; each structural equation may contain several
endogenous variables and describes a more or less well-defined
part of the structure of economy. (2) Each reduced form equa-
tion gives one endogenous variable as a function of predeter-
mined variables, including lagged values of the other endogen-
ous variables if they appear in the model. (3) Each final equation
gives one endogenous variable as a function of its own lagged
values and of exogenous variables, so that if the exogenous
variables and enough initial values of that endogenous variable
are given, the final equation can determine the next value of the
endogenous variable, then the next, and so on. (4) The solution
of a final equation gives the future values of the relevant
endogenous variable directly, as a function of time.

An example is provided by a familiar simple linear multiplier-
accelerator model,® where c=induced consumption, i=induced
investment, g=autonomous expenditure (by consumers, in-
vestors, and government), and y=-income. Let the structural
equations (denoted by the letter S at the right) be

(1) Y= Ce-tlet-ge &
2 Cr=aYt (S, RF)
(3) it=BAYi1=B(Yeq—Yt.2} (S, RF)

Here current consumption depends on lagged income and cur-
rent investment depends on the lagged change in income. The
reduced form is obtained by solving for i, ¢, and i, in terms of
the predetermined variables Vi, V1., and g, In this simple case

* The general rule fs that except in rare cases a system of N equations with lags
up to L periods can be transformed by algebra to an eguivalent system consisting
of just one equation with lags up to at most LN periods. See Samuelson (1947,

pp. 384-87.
2 See for example Samuelson (1939), Hicks (1950).
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equations (2) and (3) are already in the reduced form, for each
contains only one unlagged endogenous variable. Hence the
reduced form (denoted by the letters RF at the right) consists
of (2), (3), and the following equation for y. obtained by
substituting (2) and (3) in (1):

) yi={ a+B)yea—Byeat g (RF, FE)

In this simple case equation (4) is already a final equation as well
as a reduced form equation, for it contains no lagged values of
endogenous variables other than y itself. Hence the final
equations (denoted by the letters FE at the right) consist of (4)
and the following two equations for c. and i, obtained by
repeated substitution from the reduced form:

() ce=( et B)Cry~ BCrgt+ 0Lty (FE)
6 ig=( at B)iry— Bit-a+ Bl —gt-o) (FE)

The final equations are all second-order difference equations.
They have exactly the same form except for the effect of the
exogenous variable g; this is always true of a model whose
equations are linear, no matter how many lags or exogenous
variables it has., The solution of the final equation (4) for yi,
assuming the parameters and exogenous variable to be held
fixed at the values «, B, and g, respectively, is the following
function of time, where K, and K, are two arbitrary constants
that depend on the arbitrary initial values taken by y at the
initial periods t==0 and t=1:

G yt=£;+Kl( at-B+ «/(;—I— BE—4p

_l_Kz(a-i—ﬁ—x/W

2

This may be simplified by renaming the expressions in paren-
theses A, and A, respectively, thus:

(8) == lﬁa_{—Kl ALK A

Note that the expression gof(1—a) is the static equilibrium
income level for the system (1)—(3), i.e. the value of y which, if
attzined for two successive periods, will be maintained in-



8 INCOME AND WEALTH

definitely.! The remainder of the solution, i.e. the sum of the
two exponential functions of t, is the deviation of y. from its
static equilibrium value. The solutions of (5) and (6) for ¢: and ic
are similar, but with different arbitrary constants and different
equilibrium valnes.

In general a linear difference-equation model gives rise to
final equations of the form

)] Xt+8; Xeq+ . - . Fak Xex=Db

where the a’s and b depend on autonomous factors. If these
autonomous factors are held constant and K initial values of
X are given, the the solution of (9) is typically of the following
form where X is the static equilibrium value of x corresponding
to the given autonomous factors; A,..., Ax are arbitrary
constants depending on the initial values of x; and A,,..., Axa
the roots of the characteristic equation of (9).2

(10) Xe== XA At L AR AR

The first few values of x. after the initially given ones are greatly
influenced by the A’s, and hence by those initial values of x.
After several periods have passed, the exponents in (10} increase
in size so that the A’s with the smaller absolute values begin to
fade away in relative importance, and eventually the largest
characteristic root (in absolute value) dominates the others
completely and determines the behaviour of x.

If this largest root is greater than 1 in absolute value, x

1 This can be seen either by dropping all subscripts in (1)-(3) and solving the
resulting static system for y, obtaining y =g/{1-«); or by substituting g./(1-a) for
¥t-, and ¥..p in (4) and obtaining vi=go/(1~a).

¥The characteristic equation of (9) is AK--a a1 ., +ag.A<ag=0 and
A1 ... Ak AT0 its roots. Equation (7) was derived in this way, as the reader may
verify if he wishes. Equation {10) must be modified sormewhat if two or more of
these roots are identical, but in practice this is highly unlikely. See Baumol
(1951), pp. 177-81. The discussion in the text above concerns the behaviour of
a linear system with fixed and constant values of parameters and exogenous
variables. Such a system has a statie equilibrium position which if attained for a
minimum number of periods will be maintained, in the absence of disturbances,
The discussion still applies, with suitable small modifications, to a linear system in
which some of the parameters and exogenous variables are fixed and constant but
some are constrained to vary in a regular and preassigned manner, such as by
increasing arithmetically or geometrically at a given rate. Such a system has a
dynamic equilibrium park which if followed for a minimum number of periods
will be followed indefinitely, in the absence of disturbances. The formal analysis
of the two systems is similar; indeed equation (10) above provides the solution
of the dynamic case if X is interpreted as the moving equilibrium value of X in
pericd t instead of as the static equilibrivm value. For an illuminating account
o}f these matters, see Hicks (1950), pp. 83-86 and the material leading up to
there.
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eventually ‘explodes’, i.e. increases exponentially, and the system
is unstable. Such a model need not be unrealistic, however, even
over long intervals of time: if the largest root were equal to
about 1.02 or 1.03, with annual periods, this would correspond
to a steady growth of income at the rate of about 2 to 3 per cent
a year, Thus an unstable system is not out of the question
provided its rate of ‘explosion’ or growth is reasonable. If the
largest root is less than 1 in absolute value, x eventually returns
exponentially toward its equilibrium, and the system is stable,

If the largest root is real and positive, the eventual motion of
% is monotonic. If the largest root is real and negative, the
eventual motion of x is oscillatory, positive in even-numbered
periods and negative in odd. And if the largest root is complex,
of the form p-+iq where i=+ —1, then it will have a ‘twin’ of
the form p—iq, and the eventual motion of x will be cyclical.
The monotonic or oscillatory or cyclical movement will be
explosive or damped as indicated in the foregoing paragraph.

A great deal of interest has attached to these conditions
concerning the largest characteristic root, for the presence or
absence of stability and cycles are important questions. But as
we have seen, these conditions apply only to the later part of the
time-path, after a few periods have passed so that the influence
of the initial conditions and the smaller characteristic roots has
begun to die away. In practice we never get to the later part of
such a time-path, for some of the exogenous variables change
after a year or two and we then find ourselves at the beginning
of a new time-path with new initial values.? Hence these condi-
tions about the largest root are not practically very useful. It is
more useful to analyse the early part of the time-path the first
two or three periods after the beginning. To take a homely
example, it is probably more useful to know the effects over each
of the first three years after government expenditure has been
set at a new level than to know the conventional multiplier,
which gives the effect after an infinite or at any rate a large
number of years, because further changes in government ex-
penditure or other exogenous variables can be expected to set
the economy on a new time-path after a year or two.

Even if we did experience long periods with unchanged

¥ Recall that the parameters of the final difference equations (9) or (4)-(6)
depend upon the structural parameters and upon the values of the exogenous
variables; thus changing any of the exogenous variables changes the final
equations, and this is why it changes the time-path.
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exogenous variables so that the largest characteristic root had a
chance to assert itself over the others, it would still be important
to analyse the early part of the time-path, the part before the
largest root comes to dominate the others, because it is at least
as interesting to know how a system would behave in the
immediate future as in the more distant future. For example, if
a certain policy, applied now and continued, would eventually
lead to a steady growth at 3 per cent a year, it still may not be a
very attractive policy if its effects over the first five years are
undesirable even though temporary.

So far in this paper the formal discussion of final equations
and the behaviour of their solutions has been in terms of linear
systems of structural equations. Nonlinear systems are at least
as important, however, and indeed all of the larger models of
the Tinbergen type contain nonlinearities. The theory of non-
linear difference equations is much less fully worked out than
that of linear ones,® and hence for nonlinear models the final
equations and their solutions are much more difficult to work
out. It is interesting to note that while a linear difference
equation must have at least two lags in order to generate cycles,?
a suitable nonlinear equation with one lag can generate cycles.?

The chief advantage of nonlinear equations for econometrics
is that they offer a wider range of choice to the economist trying
to construct a realistic model. The chief disadvantage of course
is that they are harder to analyse mathematically, to such an
extent that for nonlinear models the reduced forms and final
equations and their solutions are almost never explicitly worked
out.* This is not in fact as bad as it may seem, for the later part
of a time-path is not of much practical interest, as I have argued
above, while fortunately the earlier and more interesting part
can usually be calculated from the structural equations by

1 And also less fully than that of non-linear differential equations, which is an
argument in favour of using the latter where one wishes to iniroduce non-
linearity.

* This is because it must have some complex characteristic roots, which can
occur only in pairs; see note 1 on p, 8.

3 For two good papers on recent dynamic theories of fluctuations and growth,
which illustrate this point, see Matthews (1954) and Ichimura (1954). They are
two consecutive papers in the same volume, the first non-mathematical and the
second mathematical (using differential equations, quite simple in the first few
cases presented).

4 Indeed, a polynomial equation of higher than 4th degree cannot be solved by
algebraic methods at all; numerical solutions can be obtained when the coefficients
are numerically given, however.
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numerical approximation methods without obtaining the final
equations or the reduced form explicitly.?

Iv. TESTING ECONOMETRIC MODELS?

The work is only half done when an econometric model has
been constructed and its parameters have been estimated. Such
a model is meant to correspond to certain elements of the real
world and the next task is to see how well it does so. The
parameters are estimated by a process of fitting to a certain set
of data, the sample data. The question then arises whether the
model (with its numerical parameters) corresponds to other data
also. This question arises for at least two reasons. First, as
seekers after truth and understanding, economists wish to
establish models which describe as large a part of economic
experience as possible. Second, as decision-makers or advisers of
decision-makers, economists wish to be able to forecast
economic events in at least the near-term future, and to forecast
the consequences of alternative decisions.

There is a difficulty in judging a model on the basis of how
well it describes new data, because one is never quite sure that
the structure® underlying the new data is the same as the
structure underlying the sample data. For example, if one finds
that a model based on U.S. interwar data does not describe
U.S. postwar data very well, one is faced with the choice be-
tween these iwo conclusions: (a) The structure in the postwar
period is the same as in the interwar period but the model is
wrong, having been lucky enough to get by in the interwar
period but having been shown up in the postwar period. Or ()
The structure in the postwar period is different from that in the
interwar period, and the model is correct for the interwar
period, but it cannot be expected to describe the data under the
new changed structure. It is impossible to tell rigorously which
conclusion is correct. One can only try, on the one hand, to
devise a model which describes both sets of data well, or, on
the other hand, to devise a separate model for each and then
find other evidence that would lead one to expect a change of
11;81&2 for example Klein and Goldberger (1955), pp. 3740, 72, 75, 78-85,

3 The discussion in this section is conducted in terms of Tinbergen-type models

but the basic point of view applies to all econometric models.
® See Marschak (1947 and 1953); Koopmans {1949).
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structure of a type that would explain the difference between the
interwar and postwar models. Conceivably both of these efforts
might succeed; then one would have two particular models,
one interwar and one postwar, each a special case of a single
more general model. This of course would be the ideal cutcome.
If it occurred say in 1955, then after another few years the
whole question would arise again, this time concerning pre-
1955 and post-1955 data.

Tests can be based on the errors made by structural equations,
or the errors made by reduced form equations. In the former
case, one finds which structural equations describe reality
well and which do not, but one does not learn much about the
ability of the whole model to forecast the endogenous variables
when predetermined variables are estimated or known. In the
case of the reduced form equations errors, the situation is just
the reverse. Thus for assessing the forecasting ability of the
model as a whole, the errors of the reduced form equations are
most relevant, and for judging individual structural equations,
the errors of structural equations are most relevant.

There are at least two general sorts of question one can ask
about an equation’s errors in describing extra-sample data. One
is: are these extra-sample errors so large in comparison with the
errors (i.e. residuals) within the sample that the equation does
not describe the extra-sample data as well as the sample data?
If so, either the equation must be rejected or one must conclude
that the structures underlying the two sets of data are different.
Even if an equation is not rejected by this test, however, the only
thing one can thereby claim for it is that it describes the extra-
sample data as well as the sample data; and it may describe
the sample data well or badly in terms of the answer to the
second type of question to which we now turn. The second type
of question is: are these extra-sample errors so large as to render
the model useless as a practical forecasting device? If so, then
obviously the model is not a practical forecaster. Both questions
are important in testing a model.

V. A COMPARATIVE SURVEY OF NINE TINBERGEN-TYPE MODELS

The nine Tinbergen-type models of the U.8. economy which
I wish to survey briefly in this section are those of

Tinbergen (1939}
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Clark (1949)

Klein (1950), Models I and 11T

Christ (1951)

Barger and Klein (1954)

Klein and Goldberger (1955), Models 1 and 2
Valavanis-Vail (1955).

Of these nine models, three are linear and six are not. All are
dynamic, using difference equations. Six use years as their
periods, two use quarters, and one uses decades. Five are con-
fined to the interwar period, three include some postwar years
besides, and one covers the span from 1869 to 1948. Three
have as few as six equations (including definitions), one has
forty-eight, and the rest have from fourteen to twenty. And
so on. To make this welter of detail easier to apprehend, I
have set out what I consider to be the major features of these nine
models, apart from their performance in extrapolation to post-
sample data, in Table I. The extrapolation performances of
the four large models that to my knowledge have been extra-
polated are summarized in Table 1.2 These two tables are the
heart of this section, and they should be read, for their contents
are not repeated in the text. Indeed, it was to make comparison
easy that I chose to put the material in tabular form instead of
in a running text.

The next few paragraphs comment briefly on certain of the
features described in Table 1.

Lagged consumption has found a good deal of favour as a
variable in the consumption function, appearing in the five most
recent models along with one or more income or output
variables. These consumption functions seem in reasonably
close accord with those used in theoretical Keynesian models.?

There is less accord concerning investment functions. Some
are gross and some are net. Some models divide investment into
several components and some do not. Some of the econometric
models and most of the theoretical models include sales or
output as a variable, and some econometric models use property

* These are Kleins Model I, my model, Valavanis-Vail’s model, and Klein
and Goldberger's Model I.

4 For a different but valuable approach to the consumption function, see
Modigliani and Brumberg (1954) and Brumberg {(1955). The latter estimates a
consumption function from data including the war years. For another approach,
séxm[‘l:ar to Modigliani’s and Brumberg’s, see Milton Friedman's forthcoming

ook.
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income or profit or the profit rate on capital instead. Most
include the capital stock. As Table 1I p. 17 indicates, investment
equations are among the least satisfactory in terms of accuracy.

Government expenditures and tax receipts are among the
exogenous variables in nearly every model. It is surprising to
find government expenditure Jumped with invesiment, and
taxes apparently ignored, in Valavanis-Vail’s model. The
quantity of money, which he includes, can be expected to help
fill the gap caused by the absence of government expenditures
and taxes, however. '

Most of the recent models contain an equation representing
the business sector’s demand for labour, and explaining the
total real wage-bill. This equation or something like it is neces-
sary in a model that makes separate mention of labour income
and property income, as when investment is regarded as a
function of property income. Most also contain a wage-
adjustment equation, meant to describe the response of the
labour market to the degree of nnemployment and possible to
changes in the price level, The use of this equation together with
the wage-bill equation introduces nonlinearities into the system,
for they require the presence of a nonlinear identity to the effect
that the real wage bill is equal to the real wage rate times the
input of labour. With that, the quantity of labour input is
introduced, and this makes it natural to include a production
function, which is done in all the larger models after Klein's
Model HI. The price level enters as an explicit variable unless
the wage adjustment equation is stated in terms of real wages,
which is less realistic than in terms of money wages.

Tinbergen’s model has a large number of equations for the
financial sector. The recent large models contain one or more
money-market equations, but in most of these cases it happens
that they can be dropped without affecting the completeness of
the system because they explain variables that do not appear
anywhere else in the system in unlagged form.*

Tinbergen’s model is the only one of the nine that includes
money values, real values, and price levels for several of the
important flows such as consumption, investment, output, etc.

With the exception of Clark’s model which includes peak
previous GNP as a determinant of consumption, the dynamic

1 For the purpose of finding the final equations, it is not legitimate to drop such
equations, for to do so reduces incorrectly the order of the final equation obtained.



TABLE I Comparison of Nine Tinberg-Type Models

1 2 3 4 5 6 7 8 9 10
Sample Linear Number of Variables in the Variables in the Main
Period in v ow 3 Consumption Number of Investment
Model and Vari- S 25 2 Equation Investment Equation™ Equations; Other Main Exogenous Other Important
Time ables** wo8s = (Consumption is in {Investment is in Components Besides Yariables®? Economic Featurest®:
Units 2 82 § real terms with real terms) the Main One
R A one exception)®®
Tinbergen 1919-32 No® 48 42 6 | Wages--salaries®™ Corporate profit Agricultural supply Explains real and money
{1939) years Nenlabour income Share yields Housing construction Exports and imports variables and prices
Capital gains Price levels Inventory Building costs Has a detailed financial sector
Price levels Also lagged values of all Reguired bank reserves
Time the above [(£)] Various financial items b
Clark (1949) | 1921-41 Yes 6 4 2 | GNP GNP 3 Government expenditure
quarters Peak previous GNP | Cumulated investment Construction Deflated bank deposits
over the past 10 year(s Inventory
Klein (1950) | 1922-41 Yes 6 3 3 | Wages+salaries Nonlabour income 1 Government expenditure Wage-bill equation
Model T years Nonlabour income (current and lagged) Taxes--corporate saving
Capital stock
Klein (1950) | 1922-41%= No 15 12 3 | Disposable income Business sales (current 4 Government expenditure Wage-bill equation
Meodel IIT years Time and lagged) Construction of housing for Taxes-}- corporate saving Housing market equations
Capital stock (N} | (@ owner-occupiers Excise taxes Output adjustment equation
(b) Tenancy Capital goods prices Explains general prices, rent,
Inventory Excess reserves and interest rate
Christ (1951) | 1922-41%9, MNo 14 10 4 | Disposable income Business sales (current 4 Government expenditure Wage-bill equation
1946-47 Deflated quantity of | and lagged) Construction of housing for Taxes-corporate saving Housing market equations
years money Capital stock (M) | (a) owner-occupiers Excise taxes Production function
{(Lagged consump- () Tenancy Capital goods prices Explains general prices, rent,
tion later found Inventory Quantity of Money wage rate, and inferest rate
helpful)
Barger and 192340 Yes 6 3 3 | Disposable income®t | Nonlabour income 1 Government expenditure Wage-bill equation
Klein (1954) quarters Lagged consumption | (current and lagged) Taxes+corporate saving
Capital stock (
Klein and 192941, No 19 14 5 | Separate disposable | Lagged disposable i Government expenditure Wage-bill equation
Goldberger | 1946-50 incomes of nonlabour income Direct taxes {allocated to Production function
{1954) years {a) labour Capital stock 4 income-components; see | Wage adjustment equation
Model 1 {(#) farm proprietors | Business cash balances consumption function) Depreciation equation
. (c) all others Indirect taxes Corporate saving equation
Klein and 192041 Mo 20 15 5 | Lagged consumption Population and labour Import equation
Goldberger | 1946-52 Consumers’ cash force components Farm income equation [
(1955} balances Excess reserves Explains general prices, wage |
Model 2 Population Weekly working hours rate, and interest rates
Import prices
Valavanis- 1869-78 No 18 11 7 [NNP Gross return to capital i Quantity of money Production {unction
Vail (1955) to Lagged consumption | Long-term interest rate (includes government Weekly working hours Wage adjustment equation
1939-48 (Equation on a per | {(Equation explains the expenditure) Labour force Depreciation equation
over- capita basis) ratio of investment to Death rate Resource allocation equations
lapping capital stock) (€3] Immigration Liquidity preference equation
decades Explains general prices, wage

rate, and interest rate




il 12 i3 14 I5
Extra-
. . polations
¢ Devices in Reduced Form Equations Final Equations Estimation | to Post-
e Model Methods®4?|  Sample
Data
4 years Linear, after some simplification | Final equation for corporate LS No
investment and of the model** profit {after some simplification
profits of the model®*?) is a 4th order
linear difference equation,
generating damped cycles
about 5 years long (p. 140)
6 quarters Linear Final equations contain lags up LS No
investment over to 40 years because of
40 years cumulated variables in the
s GNP housing equation
car Linear Final equation for NNP is a 3rd LS No
investment order linear difference L1
equation, generating mildly FID
damped cycles (pp. 76-7)
nd 2 years Reduced form equation for Not worked out LS Yes
investiment disposable income is of 3rd L1 In Christ
degree; similarly for price (#951)
level; not worked out (see
Christ (1950), p. 125)
nd 2 years Reduced form equation for Not worked out LS Yes
investment disposable income is of 5th L1
degrec; same for price level
{p. 125); not given
12 quarters Linear Not worked out R Yes
investment R and LI
nd 2 years Not worked out LI Yest#
investment and
saving
nd 2 years Reduced form equation for price] Not worked out 11 Yestib
investment and level is of 3rd degree after
saving dropping 4 money-market
cquations (p. 38); not given;
tax functions raise degree to
6th (p. 40); partly given
lecade Reduced form equation for Not worked out LS Yes
_investment GNP is of 9th degree (p. 215); Lt

not given

NOTES TO TABLE [

(The number before cach letier indicates the
column concerned)

1a Beginning with 1921 instead of 1922 in a few
equations.

2 All are linear in unknown parameters.

b Linear except for the use of absolute magnitudes.
_(E‘(fgn equations of the form PQ=V are linear-
ized).

% Tinbergen’s consumption equation is in money
terms,

% Also gives a consumpiion function depending on
labour income and nonlabour income.

" The letter ‘N’ or ‘G’ indicates whether the invest-
ment function is net or gross of depreciation.

’t In every case except Tinbergen’s, government
expenditure and net exports (or total exports if
there is an Import equation) are essentially a
single variable; hence exports are not mentioned
in the list except for Tinbergen’s model.

% Consisting of the gold stock, the Federal Re-
serve’s holdings of securities, Federal Reserve
credit to banks, individuals® holdings of bonds
and of shares, and the amounts issued of private
bonds, government bonds, and short-term
government debt. .

i {Unless otherwise specified, the mode] is entirely
in terms of defiated values.

un There are 3 and 5 year lags in one interest-rate
equation which for some purposes is not essential.

122 138 These simplifications involve mainly the
linearizing of the model by neglecting the
absojute-value character of certain otherwise
linear variables.

M2 T8 means least squares method.

LI means limited information method.

FID means full information method, assuming
that the matrix of covariances of disturbances is
diagonal, i.e. that the disturbances in each equa--
tion are uncorrelated with those in other equa
tions.

R means recursive form method.

152 Ex-post forecasts for 1951--52 are given, together
with actual values of the variables, but errots are
not calculated and tests are not made. Forecasts
for 1953 are also given, based on information
available in February 1953, but the actual values
for 1953 are not given and no tests are made with
them, Nine-months® figures for 1953 are given on

p- iii. .

15 Forecasts for 1954 are given, prepared in Decem-
ber 1953, but the actual values for 1954 are not
given and no tests are made with them, Prelimin-
ary figures for the change from 19353 to 1954 are
given for a number of variables on p. ix.
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character of all the models is due to the presence of lags and
cumulants. In the nonlinear models the reduced forms and
final equations are nonlinear too, and though their general
character is sometimes indicated they are not spelled out.?

The least squares and limited information estimation methods
were both used in most of the recent models. It is interesting to
compare estimates made by the two methods, for while the
superiority of limited information estimates to least squares
estimates has been proved (under certain assumptions)* for
sample sizes approaching infinity,® not very much is known
about their relative biases for small sample sizes?. It is regrettable
that Klein and Goldberger do not give least squares estimates of
their equations so that they may be compared with the limited
information estimates.®

We are now ready to look at Table 11, which summarizes the
results of extrapolating the following four models to one or two
periods of post-sample data:

Klein (1950), Model ITT

Christ (1951)

Klein and Goldberger (1955), Model I
Valavanis-Vail (1955)

The measures of extrapolation errvor there recorded are of two
kinds, corresponding to the two types of questions mentioned at
the end of Section IV above. The cne labelled “9 error’ is the
ratio of the extrapolation error to the actual value, and indicates
something about the general level of accuracy attained by the
model in question. A low ‘%, error’ is clearly to be desired. The
one labelled ‘error/S’ (or ‘error/M’) is the ratio of the extra-
polation error to the root mean square (or median) error made

1 8ee note 4 on p. 10,

% Principally, that the model as specified is correct, that its random disturbances
are statistically independent of the variables classed as exogenous, and (f it
contains lags) that its disturbances are serially uncorrelated. (See Koopmans and
Hood (1953), pp. 117-22.

3 For a good summary see Koopmans and Hood (1953), pp. 132-33, 146-47.
. * Wagner (1954) reports an interesting experiment on this point. He set up an
income-investment mode] with known parameters, then generated 100 samples of
size 20 with it, and then estimated the marginal propensity to consume from each
sample by least squares and by limited information. The root mean square error
of the 100 least sguares estimates is slightly smaller than that of the 100 limited
information estimates, but the difference appears only in the third or fourth
significant figure and is too small to mean anything.

& Fox (1956), in reviewing Klein and Goldberger, gives his own calculations of
least squares estimates of their equations; they differ little from their lmited
information estimates,
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during the sample, and indicates something about whether the
model describes the post-sample data as well as the sample data.
A low ‘error/s’ (or ‘error/M’) is clearly desirable; when the
value is below 1 or not many times greater than 1, the hypothesis
that the equation in question describes the post-sample data as
well as the sample data cannot be rejected.?

The first three models in Table IT are extrapolated by means of
structural equations, so their errors refer to the performance of
individual structural equations.? The Klein-Goldberger Model I
is extrapolated by means of reduced form equations, so its errors
refer to the forecasts that would have been made if the pre-
determined variables had been correctly known. It would have
been helpful if the authors of all the models had presented errors
of both the structural and the reduced form equations.

In comparing the four models it should be remembered that
the Klein Model III was extrapolated to 1946 and 1947, five
and six years — and very eventful years too — beyond the close of
its sample period, while the others were extrapolated into less
eventful times. Further, the Christ model and the Klein-
Goldberger Model I were extrapolated only one and two years
beyond their sample periods, respectively. This means that
Table I as it stands is somewhat biased against the Klein Model
I1I and in favour of the three others.

Since depreciation is easy to forecast fairly closely, being a
shuggish variable, the absolute errors in extrapolating net and
gross investment will usually be nearly the same. And since
gross investment is much larger than net, the percentage error
for extrapolating gross investment will usually be smaller than
for net. The Klein-Goldberger data for gross investment and
depreciation in 1951-52 indicates that their Model I's percentage
errors in forecasting net investment for those years were about
52 per cent and 9 per cent, in contrast to the errors of 28 percent
and 18 per cent as given in Table II for gross investment.? A
similar comment would apply to Valavanis-Vail’s error of

1 An appropriate 51gn1ﬁcance test would ask whether the extrapolation error
was larger or smaller in absoluie value than a critical amount k, k being to the
product of a critical value of Student’s statistic t times the estimated standard
deviation of the extrapolation error; this estimated standard deviation is some-
what greater than S (see, for example, Mood (1950), pp. 297-99) so the critical
amount k is typically about 28 or 38 or more.

2 See note 1 to Table II.

3 See Klein and Goldberger (1955), p. 81. The percentage error for net is less
than for gross in 1952 because of an offsetting error for depreciation,



TABLE 1I
Summary of Extrapolations of Four Models

1 2 3 4 3 6 7 8 9 10 11 12
Total Error Error
Model and | Extrapolation Measure | Con- | Invest- Investment Wage | Wage | Private | Real | Range of | Range of
Estimation Method Period| of Error| sump- | ment Components® Bill | Rate |Employ-| Qutput Other Al
Method tion [ (Netor ment |Variables| Variables | Variables
Gross) PD Iy Ho Hr
Net NppLo A %
Klein (1950) | Structural 1946 | % error| 15% 2% 1 430% 18% 23% 67% | 8% | — — 64% |<1to29 [<1to430
Model III, LI} equations ervor/S 9 12 137 14 23 7 —_ —_— 23
1947 | % error| 17% 93% 1009 6305, 819 42% | 14% — — 43% |<lto2l [=<1to 630
error/S 10 5 3.5 6 1.9 15 —_ — 15
Net NPple
Christ (1951), | Structural 1948 | % error 8% 4% 68% 4052 2% 3% | 2% | 8% 2% 9% ito 2 1to 68
Li* equations error/S 4 1.3 1.4 01 9.8 1.4 7 0.6 2.3
Klei d Reduced 1951 | %% <15 Gn?’/55 4% 1 2 1 G‘il’\JP <1 15 1=1 175
ein an educe % error 28 — b, 2 9 tol to
Goldberger | form equa- | 1952 | % error 3%’ 18% — <18 | 3 é sﬁ 1% | 1to6l |<lto 61
(1955) tions
Model T, LI
Gross® GNP
Valavanis-Vail | Structural 19441 % error 1% 63% — — 9% 3% 3% 1to26 1to63
(1955), L1 equations 53 |error/M 0.3 6 —_ _ 1 1.2 0.3

{The number indicates the column concerned)
* For the investment and wage-bill equations in this modet the limited information estimates were clearly inferior to the least squares estimates, so the latter were used For
those two equations in making the extrapolations reported here.

L Extrapolation of structural (or rediced form) equations means calculating the error of each structural (or reduced form) equation in the post-sample period. See text. In the

case of structural equations, the error of each 15 tabulated under the variable that that equation s meagt 10 explain, e.g. the consumption equation’s errors are tabulated
under consumption i,

340/ error’” means the exirapolation error as a per ¢eat of the actual value; ‘error/S’ (or “error/M’) means the ratio of the extrapolation error to the root mean square {or
median) error during the sampie period.

5In this model, the investment variable includes government expenditure,

§ PD ==producers’ durable plant and equipment investment. Ty=inventory investment. Ho=owner-occupied housing investment. Hr=rental housing investment.
10 NPP is net private product less housing services, i.e. GNP less government wages and salaries and less paid and imputed rents.
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63 per cent for gross investment, were data available. Thus it
appears that there has not been very much progress with the
investment function since the Klein Model 11I. 1, 2

The Klein-Goldberger Model I does its job much better than
the others do theirs, coming within 5 per cent of the mark in
both 1951 and 1952 for the following variables: real; GNP;
real national income (not shown separately in Table II), real
consumption; employment; the real wage-bill; and the wage
rate. It has fairly bad errors for investment and corporate
saving, as might be expected. from examining the sample-
period fits of the corresponding structural equations. 3

Because the Klein-Goldberger Model I is the most recent of
those that have been extrapolated, and in my opinion the best,
it may be interesting to record the results of a few simple
calculations designed to illuminate further the character of its
extrapolation performance. The following table summarizes the
cases in which its extrapolations show the right direction of
change from the preceding year’s situation:*

The model’s extrapolations may be compared with those

RealiCon-j In- | Real {Wage|Price| Em- Other All
Year |GNPisump- vest- |'wagej rate ] level |ploy-| variables variables
tion |ment| bill ment
1951 . {Yes | — | No | Yes | Yes | Yes | Yes | 4 out of 7 | 9} out of 14

1952 . | Yes | Yes | Yes | Yes | Yes | Yes | Yes | 3 out of 7| 10 out of 14

1 This is borne out by a direct comparison of the residuals of the investment
equation in the Klein Model 11 (Klein (1950}, p. 111, columns headed w’, vy, 10’5,
and u’g) with the residuals of the investment equations in the Klein-Goldberger
models (Klein and Goldberger (1955) pp. 156 and 158, columns 2 and 2*). The
latter are, if anything, larger. (The small rise in the price level from 1934, the base
of the data in the former, to 1839, the base of the data in the latter, is not enough
to invalidate the broad result of this rough direct comparison.) Both of the Klein-
Goldberger investment equations miss the drop in investment in 1949 followed by
the rise in 1950,

2 No special merit attaches to the investment equations in my model for their
good collective performance in 1948, for they are the same as those in the Klein
Model 111, refitted to a sample period including the two post-war years of 1946
and 1947. (The latter is also true of my wage-bill equation, but not of the others
tabulated.) See also note (¥) to Table II.

® Corporate saving is the variable for which the largest errors of 175 per cent
and 61 per cent are recorded in Table II. See Klein and Goldberger (1955),
pp. 55-6 (graphs of residuals), 156 (tables of residuals), 81 {extrapolations).

¢ Figures calculated from Table 11, p. 81. Only fourteen structural equations
were used in making extrapolations, the money market equations being dropped,
so there are fourteen exirapolations, In each case the correct values of the pre-
determined variables have been used in extrapolating, No comparison is possible
for consumption in 1951 because no change was forecast.



CARL F. CHRIST 9

made by a naive model that simply assumes no change from the
previous year. The following table summarizes the cases in
which the model’s extrapolations are better than those of this
naive model:?

Real{Con-| In- |Real {Wage|Price| Em- Other All
Year |GNPisump-|vest- |wage| rate | level [ploy-] variables variables
tion [ment| bill ment

1951 . { Yes | Tie | No | Yes | Yes | Yes | Yes | 3 out of 7 | 8% out of 14
1952 . fYes | No | No | Yes | Yes | No § No |1 out of 7] 4 outof 14

The forecasting procedure advocated by Klein and Gold-
berger? is to solve the estimated structural equations for the
endogenous variables (using given values of the predetermined
variables), after either making or not making a change in the
estimated constant term of each structural equation according
to the following rule: (@) if the structural equation’s errors in
the preceding few years® are all in the same direction and if there
is independent information leading them to expect errors in that
direction to continue, then they add to the constant term of that
structural equation the error made by that equation in the
preceding year; (b) if the structural equation’s errors in the
preceding few vears are not all in the same direction, or if the
errors are in the same direction but there is no independent
information leading them to expect errors in that direction to
continue, then they do not alter the constant term of that
structural equation, Unfortunately they do not give the extra-
polated values of the endogenous variables for 1951 and 1952
that would be obtained if their procedure were used, and it is
impossible for the reader to calculate them because he does not
know what Klein and Goldberger would have been led to
believe by independent information. However, it would be
possible to calculate a set of extrapolations as good as or better
than their procedure would yield, by giving them the benefit of
doubt as follows: whenever an equation has had errors in the
same direction in the preceding three years* so that the question

1 See the preceding footnote. 2 Pp. 77-78.

3 They say ‘four or five years’ on p. 77, but require only three years in their
forecasts described on pp. 86-87.

4 Le. 1948-49..50 in the case of extrapolations for 1951, and 1949-50-51 in the
case of extrapolations for 1952, The structural equations that meet this condition
are those for corporate profits (1951 and 1952), depreciation (1951 and 1952), and
farm income (1952). See p. 86.

C
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arises whether to adjust the constant term or not, assume that
Klein and Goldberger would have adjusted it in all cases where
this would have improved the extrapolations ex post, and assume
that they would not have adjusted it when the adjustment would
not have improved the extrapolations ex post. Such a set of
extrapolations could then be compared with those of the naive
model used above, with the proviso that the comparison would
be somewhat biased in favour of the Klein-Goldberger pro-
cedure. The computations would be quite laborious, however,
for they involve solving the nonlinear structural equations
twice, once for 1951 and once for 1952.*

Instead of thus testing the Klein-Goldberger forecasting
procedure itself, I shall test, in the same way, a linear approxima-
tion to it which they present.? This approximation consists
essentially in applying their adjustment procedure to the reduced
Jform equations instead of to the structural equations, and its
forecasts can be very quickly computed as follows: the error
made by the reduced form in calculating the value of an endo-
genous variable x in year t—1 is added to the reduced form’s
extrapolated value of x for year t, if both the following require-
ments are met: (I) the corresponding errors in periods t—3,
t—2, and t—1 are all in the same direction; and (2) the extra-
polation would be improved by so doing; no such adjustment
is made otherwise. The following table shows where this approx-
imation to the Klein-Goldberger forecasting procedure, with
the benefit of doubt given to it* and with the correct values of

* This would be less laborious for Klein and Goldberger than for others, for
they have solved these systems several times already and presumably have
specialized capital available in the form of already-set-up machine computation
programmes which would make the cost to them less than to others.

2

3 In deciding whether to add the previous year’s reduced form error or not, one
presumably should look at the signs of the redwced form errors of the three
preceding vears. These are not presented by Klein and Goldberger, but can be
calculated easily for 1950-51-52 from figures given on p. 81, and in every case
except one (corporate saving in 1950) the sign of each structural equation’s error
in each of these years is the same as that of the same yeat’s error in the reduced
form equation containing the variable ‘explained’ by the structural equation
(e.g. consumption for the consumption equation, etc.); compare pp. 81 and 86.
Hence 1 have used the signs of the corresponding structural equations’ errors for
1948 and 1949 to determine whether there was a run of three errors of the same
sign or not.

In the case of four of the variables (non-labour non-farm income, employment,
national income, and the price level) there is no corresponding structural equation
‘explaining’ them; this is because among the fourteen structural equations used in
extrapolation, four are identities. In the case of each of these four variables, I
again gave the benefit of doubt by choosing the better of the two reduced-form
extra~polations (adjusted and unadjusted).
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the predetermined variables used, extrapolates better than the
naive model used above:!

Real |Con-| In- | Real{Wage|Price| Em-~ Other All
Year |GNPjsump-| vest- fwage] rate | level [ploy-} variables variables
tion fment| bill ment

1951 . | Yes | Tie | No | Yes | Yes | Yes | Yes | 5 out of 7 {10} out of 14
1852 ., | Yes | No | No Yes_Yes No [No |2outof 7| 5outofld

In summary, it may be noted that there are just three variables
whose forecasts for both 1951 and 1952 by the Klein-Goldberger
Model 1 meet all the requirements discussed above, namely:
(1) that the forecasts be in error by less than 5 per cent; (2) that
they show the right direction of change from the preceding year;
and (3) that they be better than the no-change naive model
forecasts. These three variables are real GNP, the real wage bill,
and the wage rate.? In either 1951 or 1952 or both, every other
variable’s forecasts fail to meet one or more of the requirements.
Against the Klein-Goldberger Model 1, and hence against each
of the others reviewed here, one may say that so far it does well
for only a very small proportion of the variables it deals with.
For the Klein-Goldberger Model 1, one may say that so far it
does well for one of the most important single variables, namely
real GNP. The reader may make his own appraisal.
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