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This paper presents an approach to reconciling household surveys and national accounts data. The
problem is how to use the information provided by the national accounts data to re-estimate the house-
hold weights used in the survey so that the survey results are consistent with the aggregate data. The
estimation approach uses an estimation criterion based on an entropy measure of information. The
survey household weights are treated as a prior. New weights are estimated that are close to the prior
and that are also consistent with the additional information. This approach is implemented to recon-
cile household survey data and macro data for Madagascar. The results indicate that the approach is
powerful and flexible, supporting the efficient use of information from a variety of sources to recon-
cile data at different levels of aggregation in a consistent framework.

1. INTRODUCTION

Reconciling household survey data and national accounts data is a well-
known problem. Computing macro aggregates from household survey data by
multiplying household production, income, consumption, and/or savings by the
household sample weights and summing virtually never matches published
national accounts data, even though the sample weights are designed to represent
the national population. Many reasons are offered to explain this mismatch. On
the household survey side, there may be sampling errors due to inadequate survey
design and/or measurement errors because it is difficult to get accurate responses
from households concerning economic variables. On the national accounts side,
while supply-side information on output and income for some production sectors
is based on high-quality survey or census data for agriculture and industry, infor-
mation for subsistence farmers and informal producers is harder to obtain and
usually of lower quality.

For many purposes, it is important to be able to reconcile household surveys
and national accounts data. Policy implications drawn from analysis of household
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surveys may well give misleading implications about aggregate costs of a given
policy initiative if the survey results do not accurately “blow up” to national aggre-
gates. Similarly, it is often desirable to disaggregate the national data to incorpo-
rate greater sectoral, regional, or household detail (van Tongeren, 1986). The goal
is to use household survey data to provide the basis for such disaggregation,
usually in the framework of a social accounting matrix (SAM), which provides a
consistent accounting system for reconciling national, regional, and household
accounts. Finally, there is a strand of work using household survey data to provide
the foundation for microsimulation models that specify the behavior of each
household and simulate their interactions across markets. If such models are to
provide an adequate framework for policy analysis, it would be “. . . helpful if the
national accounts aggregates are consistent with the microsimulations” (Pyatt,
1991).

In this paper, we present an approach to reconciling household surveys and
national accounts data that starts from the assumption that the macro data rep-
resent control totals to which the household data must be reconciled. We will also
assume that the economic data gathered in the survey are accurate, or have been
adjusted to be accurate. The first assumption will then be relaxed, and an “errors
in aggregates” version of the problem will be presented as well.! Given these
assumptions, the problem is how to use the additional information provided by
the national accounts data to re-estimate the household weights used in the survey
so that the survey results are consistent with the aggregate data, while simultane-
ously estimating the errors in the aggregates. The approach we take represents
an efficient “information processing rule” that uses an estimation criterion based
on an entropy measure of information. The results indicate that the approach
is powerful and flexible, supporting the efficient use of information from a
variety of sources to reconcile data at different levels of aggregation in a consis-
tent framework.

Section 2 presents the background and a mathematical description of the
estimation problem, while Section 3 presents an application to the case of
Madagascar.

2. INFORMATION THEORY AND PARAMETER ESTIMATION

The starting point for the estimation approach is information theory as devel-
oped by Shannon (1948) and applied to problems of estimation and statistical
inference by Jaynes (1957). The philosophy underlying this approach is to use a//,
and only, the information available for the estimation problem at hand. Our goal
is to estimate a set of household survey weights consistent with extraneous supply-
side information in the form of national accounts data. Two types of information
are available for our purpose. First, sample design is a major effort in any house-
hold survey and the estimated household weights resulting from this effort embody
a lot of demographic information. These weights should provide a starting point
for any estimation procedure. In our approach, we use these weights as a “prior”

'See Golan, Judge, and Miller (1996) and Robinson, Cattaneo, and El-Said (2001) for “errors in
variables” and “errors in equations” applications of the cross entropy estimation approach.
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and estimate new coefficients that are “close” to the prior but are consistent with
other information. The second type of information comes from two sources: the
results of the household survey and independently generated data from other
sources such as the national accounts and/or other surveys. This second type
of information can be expressed in the form of known weighted averages or
“moments” of the distribution of observed variables across the households in the
sample.

The estimation problem can be restated as follows. Estimate a set of sampling
probabilities (household survey weights) that are close to a known prior and that
satisfy various known moment constraints. Consider a sample survey of K house-
holds with prior survey probabilities p, which results in a vector x; of observed
characteristics for each household such as household size, total household income,
income by source, consumption, and so forth. In addition, from other sources, we
have information about aggregations or weighted averages of some of the house-
hold information. The estimation procedure is to minimize the Kullback-Leibler
cross entropy measure of the distance between the new estimated probabilities and
the prior. Following the notation of Golan, Judge, and Miller (1996), the estima-
tion procedure is:

- P
(1) Min) p; ln(_—k)
k=1 Pk

subject to moment consistency constraints
K
) D)=y tell,....T]
k=1
and the adding-up normalization constraint
K
3) Zp =1

where {y, y», ..., yr} is an observed set of data (e.g. averages or aggregates) that
is required to be consistent with the distribution of probabilities or sample fre-
quencies (weights) {p|, p», . . ., px}. The function f; represents a general aggrega-
tor of within-household variables. In our case, the function simply picks out a
particular variable and we could have replaced it with the observations x,;. K is
usually very large, in the thousands, while 7" is small, representing a few macro-
economic and demographic adding-up constraints. In terms of classical statistical
parameter estimation, the problem is undetermined or “ill posed.” There are not
enough degrees of freedom to support estimation. The cross entropy approach
uses all available information, including prior parameter estimates, and supports
estimation even in a “data sparse” environment.

The use of the cross entropy measure in the estimation criterion has been jus-
tified on the basis of axiomatic arguments concerning its desirability both as a
measure of “information” and as a criterion for inference.? There are close links
between the minimum cross entropy criterion and maximum likelihood estimators,

*See Kapur and Kesavan (1992) and Golan, Judge, and Miller (1996).
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but the cross entropy criterion requires fewer statistical assumptions in that its
application does not require specification of an explicit likelihood function.’ In our
case, this sparseness in assumptions is desirable since we have no knowledge about
the form of any underlying probability distributions.

The probability weights are estimated by minimizing the Lagrangian:

I A AN N

k=1 t=1

The first-order conditions are:

JL
&) ap ——=Inp.-Inp, +1- Zlft(xk) u=0, kefll,...,K]
Pk t=1
JL LS
(6) :yt_zpkft(xk)ZO, tell,...,T]
o, k=1
K
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k=1

The solution can be written as:

- T
8 I S [ ( )}, kell,....K
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where

) Q1) zlj 3 exp[i Si(xy )]

=1

is defined as the “partition function” and ensures that the estimated probabilities
sum to one.

The solution equation (8) shows how estimated weights depend on prior
weights and constraints. If none of the constraints were binding, then all the
lambdas would be zero, and the estimated weights would be equal to their prior
(since the sum of the p, is equal to one). In this situation, the moment constraints
add no information to the estimation problem. If constraints are binding, then the
estimated weights depend on the prior, the value of the lambdas, and the value of
the variables f;(x;) associated with the constraints.

We now generalize our approach to the case where macro aggregates are not
exact but are measured with error. We start by assuming that we have some knowl-
edge about the standard error (perhaps due to measurement error), which we treat
as a Bayesian prior, not a maintained hypothesis. The estimated error is specified
as a weighted sum of elements in an error support set:

(10) € =2Wt,l‘7t,l
'
*See Golan (1998) and Zellner (1990).
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where:
e, =error value
w,, = error weights estimated in the CE procedure
V., = error support set

The set / defines the dimension of the support set for the error distribution
and the number of weights that must be estimated for each error. The prior vari-
ance of these errors is given by:

(11 or= W,
1

where w;, = prior weights on the error support set.

Starting with a prior o, Golan, Judge, and Miller (1996) suggest picking the
v, to define a domain for the support set of £3 standard errors. In this case, the
prior on the weights, w, are then calculated to yield a consistent prior on the stan-
dard error, o.

With errors in aggregates, the constraints of the problem are

(12) N nfix) =y + D wv, tell,...,Tlandlell,...,L]
k 1

and additional adding-up constraints on the error weights

(13) Nw,=1 tell,...,T]
1
The maximand will now include a new term in the error weights:

(14) S 1n(@)
1l

Wr,l

First order conditions need to be rewritten to take into account these changes.
Values of the support set v,; also need to be specified. This identification depends
on the domain of the support set and the assumed prior distribution of errors.
Assuming a prior distribution with zero mean and a standard error equal to o, we
used a support set with five terms equal to (=30, —0, 0, 0, 30). Assuming nor-
mality of the prior distribution, the prior values of the weights can be computed
given only knowledge of the prior mean and standard error.*

The estimation problem has no closed-form solution, so we must solve it
numerically. Unlike the standard linear regression model, where the solution
requires only information about various moments of the data (variance and
covariance matrices), the estimation problem here uses all the data. The solution
can be seen in a Bayesian perspective, although there is no explicit likelihood

“We start with a known mean and variance, and also that the value of kurtosis for the normal dis-
tribution is a function of the variance. This approach applied to Social Accounting Matrices is
described in Robinson, Cattaneo and El-Said (2001). It is similar to a Bayesian approach to estimat-
ing National Accounts developed by Magnus, van Tongeren and de Vos (2000). In both approaches,
the posterior includes revised estimates of the moments of the error distributions (mean, variance, and,
in our case, kurtosis).
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function. The estimation procedure “adjusts” the prior probabilities using the new
information to generate posterior estimates. Zellner (1988) calls this procedure an
efficient “information processing rule” in that it uses all the information available
but does not introduce any assumptions about information we do not have. The
use of a different objective function will violate this criterion, implicitly assuming
additional unwarranted information in the estimation. Traditional grossing-up
methods such as imposing proportional changes implicitly assume an enormous
amount of prior information.’

3. RECONCILING LSMS SURVEY DATA AND MACRO DATA
FOR MADAGASCAR

To illustrate the cross entropy method, we apply it to reconcile household and
macro data for Madagascar. The household data come from a “Living Standards
Measurement Survey” (LSMS) for Madagascar called EPM 93 (Enquéte Perma-
nente aupres des Ménages). The macro aggregates come from a social accounting
matrix (SAM). The resulting reweighted sample is to be used as the starting point
of a microsimulation model (Cogneau and Robilliard, 1999).

Survey Data

The EPM survey for the year 1993 is a LSMS survey on 4,508 households
which was implemented for the Malagasy state by the INSTAT (Institut National
de la Statistique) under the supervision of the PNUD and the World Bank
(INSTAT, 1993). It includes a large number of variables. We focus on data con-
cerning demographic composition of the family, employment, time use, agricul-
tural factors of production, activities, expenditures, informal income sources,
transfers, and other types of income.

Income sources are aggregated into four types: agricultural, informal, formal,
and others. Agricultural income includes income from production of crops (both
sold and/or home-consumed), income from livestock (computed as a fixed share of
total livestock value plus income derived from sold and/or home-consumed animal
products) and income from sharecropping. Informal income is derived from both
informal wage labor and self-employment in non-agricultural activities. Formal
income is derived from formal wage labor and formal capital income for stock-
holders. Other sources of income include transfers, either from the government or
from other households. For households owning their house, rents are imputed on
the basis of a predicted rent derived from a regression of rents paid by tenant house-
holds over housing characteristics. Some of these characteristics are also used to
determine whether imputed rents are to be considered formal or informal income.

Adjusting Income Data

The approach we take is first to use traditional ad hoc techniques to adjust
the household data for under reporting of some types of income and then, second,
to reweight the households using the cross entropy technique to match known

>Grossing-up rules could be imposed as constraints in the cross entropy approach. These tech-
niques can therefore be seen as special cases of the general information theory approach.
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aggregates (measured with error). In principle, some of these ad hoc adjustments
could have been incorporated directly in the cross entropy estimation problem by
adding more measurement error equations. The resulting cross entropy minimand
would include a number of additional terms. However, since we wanted to focus
on the reweighting issue, we decided to use this two-stage procedure.

In our sample, 50 percent of all households report an income lower than their
expenditures. This discrepancy can be explained by over reporting of expenditures,
under reporting of income, and/or transitory low income due to some temporary
shock such as loss of employment or a crop failure. We assume that expenditure
data are accurate and focus on the income data. First, adjustments are made for
specific types of income. Sharecropping income is assumed to be under reported
by all landlords and is inflated to meet the aggregated value of payments made by
sharecroppers. For stockholders, formal capital income is adjusted to reproduce
the structure of formal income derived form the National Accounts, given labor
income derived from formal wage labor. Since these adjustments appear not to be
sufficient to fill the gap between income and expenditures, the permanent income
approach has been used for those households whose incomes are less than expen-
ditures. The assumption made is that the gap is due to transitory low income and
that consumption smoothing (through dissaving and/or borrowing) will allow
these households to meet their expenditures. All sources of income are adjusted
accordingly. Since the data were collected in 1993, and we need to reconcile them
with aggregated income data for 1995, an inflation rate of 207 percent corre-
sponding to the rise in the Consumer Price Index between 1993 and 1995, was
applied uniformly to all incomes and expenditures, although one can arguably
point out that inflation rates differ between regions. Finally, households with no
expenditures or no income, or declaring incomes “too high,” are discarded and the
final sample has 4,458 households.

The SAM for 1995 is a social accounting matrix with 28 production sectors
constructed to support computable general equilibrium (CGE) modeling
(Razafindrakoto and Roubaud, 1997). For our purpose, we use an aggregated
version of the SAM with only three production sectors corresponding to the three
sources of income used to summarize household income information (agricultural,
informal, and formal). The main information used is the structure of value added
actually paid to households. This includes labor and capital value-added. For the
agricultural and the informal production sectors, the amount of value added paid
to labor, capital, and land appearing in the SAM corresponds to what households
actually earn. Concerning the formal production sector, all labor value added goes
to households but non-distributed profits are not taken into account when match-
ing micro and macro data as they are not counted as part of income in the house-
hold survey.

The comparison of the information derived from the two sources reveals two
main differences (Table 1). First, the weighted sum of household incomes falls short
by 15.2 percent compared to the SAM figure. Second, the share of informal income
in total income appears overestimated in the household survey compared to the
SAM, at the expense of the share of informal income, both from labor and capital.

Extraneous information on population growth as well as its distribution
between rural and urban areas has been used to recover demographic figures con-
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TABLE 1
COMPARING INFORMATION DERIVED FROM MICRO AND MACRO SOURCES

EPM 93(1) SAM 95(2)

Total household income (millions of 95 Franc Malagasy) 9,348 11,400
Mean per capita income (thousands of 95 Franc Malagasy) 751 866
Shares of total income (percent)

Agricultural income 34.7 36.3

Informal income 30.5 17.4

Formal labor income 12.3 19.4

Formal capital income 13.1 22.5

Exogenous income 9.4 44

Notes:

(1) After all adjustments described in text.
(2) See Razafindrakoto and Roubaud (1997).

sistent with the year 1995. It is known from other sources that the annual rate of
population growth is 2.9 percent. We assumed that this growth did not change the
mean size of households, so that the number of households grows at the same rate
as population. Concerning population distribution between rural and urban areas,
we assumed that the share of population living in rural areas is 75 percent.

Estimating Household Weights

The estimation procedure is implemented with the GAMS software (Brooke,
Kendrick, and Meeraus, 1998) and amounts to solving a non-linear program
(NLP) with the cross entropy maximand including the terms from equations (1)
and (14) subject to adding-up and moment constraints.® The input information is,
on the micro side, household characteristics such as size, mean age, gender com-
position, area (urban/rural), total income, and shares of agricultural income, infor-
mal income, formal labor income, formal capital income, and share of other
sources of income. The survey weights used as priors are also included in the micro
database. On the macro side, information is scarce given the stylized structure of
the SAM and consists of the structure of income derived from the SAM 95, pop-
ulation size, and number of households in 1995 (derived from 1993 given popula-
tion growth). Macro and demographic information are introduced as a set of
moment constraints. Different sets of constraints are used (see below). The result-
ing minimization problem has 4,500 variables and seven to nine moment constraint
equations. Recent advances in NLP solvers, which incorporate second derivatives,
have made the solution of such large problems routine.’

Results

Different strategies have been followed in order to reconcile aggregated house-
hold income derived from the EPM 93 and income derived from the SAM 95. We

“The problem could probably be solved using any software that can handle NLP problems;
however GAMS is probably the best available.

"The new solvers are called CONOPT3 and PATHNLP and are described on the GAMS website
(http://www.gams.com/). The GAMS code for this problem is available from the authors.
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TABLE 2
NEW WEIGHTS DISTRIBUTION

Prior FOM SOM EIA
Mean weight 557.0 593.7 593.7 593.7
Standard deviation 365.6 402.0 437.9 389.7
Minimum weight 114 0 0 0
Maximum weight 1,909 3,598 3,970 3,365
Number of zero weights 0 129 149 75

Note: FOM = First Order Moments; SOM = Second Order Moments; EIA = Errors in
Aggregates.

start by assuming that all household incomes are underestimated uniformly which
is reasonable given the high inflation rate in that period, and adjust all households
incomes by 15.2 percent prior to running the procedure. The estimation procedure
then “works” to estimate weights consistent with the income structure derived
from the SAM 95.

While the first two simulations assume perfect information on aggregate
values, the third takes into account “errors in aggregates” (EIA). Two sets of con-
straints are used for household incomes. The first set contains only first order
moments constraints for both rural and urban area mean per capita income
(FOM), while the second includes second order moments as well for both areas
(SOM).® Results show that inclusion of the second order moments leads to results
that are more satisfactory in terms of income distribution.

In terms of the distribution of weights, Table 2 shows that the results do not
appear dramatically different from the prior. The mean weight increases by 6.6
percent as a result of population growth (the underlying assumption being that
household size remains constant), while the standard deviation from the mean
increases by 6.4 to 13.0 percent. The more significant result is that some weights
drop to zero, essentially dropping those households from the sample.” As a result,
the new samples are smaller. Far fewer households are dropped in the version that
incorporates errors in measurement of macro aggregates. This result strongly sug-
gests that reconciliation and estimation methods should simultaneously work at
both aggregate and household levels.

Concerning the macro and demographic constraints, results in Table 3 show
that the estimation procedure achieves consistency with macro and demographic
aggregates. Other demographic indicators are presented to control whether the new
samples have been distorted. The estimation procedure appears to leave both the
gender balance and the average age unchanged. This demographic information
could have been used as constraints had the results changed these balances too
much but since it is not required, we preferred to keep the problem as small as
possible.

Finally, we are concerned about the impact of the procedure on measured
income distribution. Results in terms of percentile ratios (Table 4) show that

#Since the survey design is characterized by sample stratification, moment constraints on income
are applied for each stratum (urban and rural areas) independently and not over the whole sample.

’Dropped households are characterized by high shares of informal and exogenous income, as well
as high total incomes compared to the rest the sample.
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TABLE 3
SELECTED AGGREGATE RESULTS

Prior FOM SOM EIA
Total number of households ("000)* 2,649 2,649 2,649 2,649
Total population ("000)* 13,059 13,058 13,058 13,061
Total income (millions of 95 FMG)* 11,315 11,315 11,315 11,567
Mean per capita income ("000 of 95 FMG)* 866 866 866 886
Share rural population (%)* 82.8 75.2 74.7 74.8
Share males (%) 49.5 49.8 50.0 49.8
Mean age (years) 21.5 21.4 21.5 21.6

Notes: *Used as constraints in the program.
FOM = First Order Moments; SOM = Second Order Moments; EIA = Errors in Aggregates.

TABLE 4
PERCENTILE RATIOS FOR DISTRIBUTION OF INCOME PER CAPITA
Prior FOM SOM EIA
P90/P10 9.575 8.792 8.949 9.032
P90/P50 3.264 3.033 3.077 3.080
P75/P25 3.033 2.967 2.961 2.987
P75/P50 1.751 1.730 1.706 1.716

Note: FOM = First Order Moments; SOM = Second Order Moments; EIA = Errors in
Aggregates.

TABLE 5
INEQUALITY MEASURES

Prior FOM SOM EIA

Theil Index 58.8 69.7 50.7 55.3
Between 7.3 8.9 8.5 8.0
Within 51.5 60.8 422 47.3
Theil Index for urban area 62.8 80.8 47.5 55.5
Theil Index for rural area 46.0 44.7 37.9 41.0
Gini Index 52.7 54.4 50.4 51.7

Note: FOM = First Order Moments; SOM = Second Order Moments; EIA = Errors in
Aggregates.

relative income distribution does not change dramatically in the reweighted
samples. However, Gini and Theil indexes (Table 5) show more sensitivity to the
reweighing procedures. In particular, imposing only first order moment constraints
(FOM) leads to an strong increase in urban inequality. This can be explained by
the fact that the set of constraints leads to an increase in the weights of house-
holds that derive a high share of their income from formal production sectors,
either through formal wage labor or formal capital stocks. These households are
typically found at the top of the distribution. Imposing second moment constraints
prevent this increase in inequality. In terms of income distribution, introducing
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errors in aggregated “EIA” appears more satisfactory since the resulting income
distribution is close to the prior.

4. CONCLUSION

The cross entropy estimation approach presented in this paper provides an
effective and flexible procedure for reconciling micro data derived from a house-
hold survey with macro data derived from a Social Accounting Matrix or national
accounts. While the method suffices for our main objective (reconciling data from
macro and micro sources), it can certainly be improved by adding more informa-
tion. The flexibility of the method allows adding information derived from many
different types of sources.

While this procedure has been developed to support microsimulation model-
ing, other applications can be considered. For example, reconciling household and
production surveys with information gathered at the regional level in an economy
can provide an efficient approach to estimating a SAM with extensive regional and
household dissagregation.

Possible extensions of the procedure in the context of household surveys
include simultaneous estimation of household relationships, use of other data, and
specifying “errors in variables” to incorporate survey data errors. Such extensions
have been used in other contexts, and do considerably increase the size of the esti-
mation problem.
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