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We propose a new approach to national accounts compilation, which also serves as a formalization 
of current compilation practices. When formalizing the procedure, a distinction is made between 
(basic) data, national accounts identities and so-called indicator ratios. The latter are ratios of or 
percentage relations between national accounts variables, such as the relation between output and 
value added. Indicator ratios are currently used in national accounts compilation practices in order 
to make adjustments to the basic data or to fill in missing data. The latter use is particularly relevant 
when basic data are scarce, which is the case not only in many developing countries, but also in 
developed countries when annual accounts are compiled for recent periods. The (basic) data, indicator 
ratios and identities together are used in a Bayesian approach to estimate the values of national 
accounts variables and analytical indicator ratios based thereon. The amendment of the current prac- 
tices consists in introducing reliability intervals of basic data and indicator ratios, which allows for 
the use of a much larger number of indicator ratios in the compilation and checking of national 
accounts data. The Bayesian compilation approach makes it possible-in contrast to current 
practices-to use indicator ratios both as priors and as analytical indicators. 

This paper proposes a new and relatively simple Bayesian approach to 
national accounts compilation. The new approach can (and will) be compared 
with current compilation practices, which are generally less sophisticated and do 
not provide reliability intervals of the estimates. The proposed approach takes 
account of the identities and the indicator ratios used in the national accounts 
compilation, and establishes a direct link to an important usage of national 
accounts figures in analysis, namely the use of indicator ratios. It also provides a 
framework for evaluating the usefulness of extra or better data, for example in 
estimating and analyzing indicator ratios. 

Current national accounts compilation practices use basic data, identities 
(reflecting internal consistency criteria that the national accounts estimates should 
satisfy), and structural coefficients (or indicator ratios). The latter are ratios of 
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or percentage relations between national accounts variables, such as the relation 
between output and value added, between value added of large and small estab- 
lishments, or between product flows and trade-and-transport margins. The indi- 
cator ratios are currently used in order to make conceptual adjustments to the 
basic data, or adjustments for coverage of basic data, to derive missing data, and 
to perform consistency checks on the data. Indicator ratios are particularly rel- 
evant in the compilation of national accounts when basic data are scarce. This is 
the case in many developing countries, but also in developed countries when 
annual accounts are compiled for recent periods or quarterly accounts are 
compiled. 

The current paper provides a formalization of current practices, in line with 
recent UNSD attempts (United Nations, 1999) which support the increasing com- 
puterization of national accounts compilation procedures in current practices and 
link those practices to methodologies of measurement used in analyses based on 
the national accounts estimates, in particular those used in econometrics. 

The discussion in the paper focuses on the national accounts as the medium 
through which the interaction between indicator ratios used in compilation and 
analysis is studied. National accounting in this context should be interpreted in a 
very broad sense, i.e. an approach to integrate and make consistent basic data 
through the use of an accounting framework with a consistent set of concepts 
and classifications. This is not the limited concept of national accounts reflected 
in a large number of country practices, which focuses on the estimation of GDP 
only. The accounting framework referred to here is that of the international 
guidelines of the 1993 System of National Accounts (hereafter SNA) described in 
United Nations et al. (1993), which emphasize--in addition to GDP-the compi- 
lation of so-called institutional sector accounts and also introduces the possibility 
of using non-economic data in the compilation of satellite accounts. However, 
since the example in Section 5 uses only economic data, national accounts in the 
present context refers to national economic accounts only. 

Indicators are widely used by international organizations (World Bank, 1993; 
United Nations Development Program, 1996) to set policy goals and monitor 
development in countries and regions. Indicators in this broad sense include basic 
data, estimates that are reconciled through national accounting, and also ratios 
between variables. The present paper deals only with indicator ratios. The reason 
for this limitation is twofold. First, indicator ratios, such as per capita GDP or 
investments as a percentage of GDP are more relevant for international and inter- 
temporal comparisons than the underlying variables of GDP, investments and 
population size. Indicator ratios can thus be considered as an important analytical 
summary of a large national accounting data set. Secondly, indicator ratios are 
also used in the compilation of national accounts and it is the interaction between 
these two uses which is the main focus of this paper. 

The paper also contributes to an old and still very relevant discussion of 
reliability of basic data, for which Morgenstern (1963, first published in 1950) 
laid the foundations. Morgenstern approached national accounting as a branch 
of descriptive statistics. This is different from the approach taken in this paper, 
where national accounting is used as the medium for integration of statistics. The 
approach initiated by Morgenstern was followed by at least three countries which 
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publish their national accounts estimates and related statistics with indications of 
their reliability: the U.K., Australia and more recently Canada. The reliability of 
national accounts can also be based on revisions made over time, an approach 
already suggested by Morgenstern. 

A second approach was initiated by Stone, Champernowne and Meade 
(1942). This involves both the reliability of the data and the problem of balancing 
the accounts, see Byron (1978); Barker, Van der Ploeg and Weale (1984); and 
Van der Ploeg (1982, 1984, 1985). 

Another approach was followed by van Tongeren (1985), who used linear 
programming techniques not only to balance the accounts, but also to determine 
the relation between the "prior" reliability intervals of basic data and the "pos- 
terior" intervals, once those data are reconciled within an accounting framework. 

The present paper builds on these approaches. It is written both for econo- 
metricians and other theoretical statisticians, familiar with estimation procedures 
used in econometrics and related fields, as well as for national accountants, famil- 
iar with the estimation methods used in national accounting. The integration of 
the two approaches might be beneficial to both disciplines, provided national 
accountants pay more attention to the analyses in which the data are used, and 
econometricians familiarize themselves more with the intricacies of basic data. 
National accounting, which was initially designed for analytical purposes, but 
was later developed by statisticians, may be the ideal framework for such an inter- 
disciplinary approach. 

The plan of the paper is as follows. In Section 2 we state our main theoretical 
result (proved in an Appendix), which gives us the means of combining incom- 
plete data with incomplete prior information (including exact accounting identit- 
ies). This theorem is based on normality and linearity. In Section 3 we discuss 
how to use indicator ratios-which are nonlinear-as priors. This leads to an 
extension of Theorem 1. In Section 4 we discuss how to deal with multiple priors, 
that is the situation where many priors or several priors on the same variable are 
available. Section 5 contains a simple but realistic example of the application of 
the proposed approach, and Section 6 concludes. The proof of our main theorem 
is provided in the Appendix. 

Consider a vector x of n latent variables, to be regarded as a vectorization 
of a system of accounts. Data are available on p 5 n  components (or linear combi- 
nations) of x. Let d denote the p x 1 data vector. Our starting point is a measure- 
ment equation, dlx-N,(Dx, X). Typically, the p x n matrix D is a selection matrix, 
say D =  (I,, 0), so that Dx is a subvector of x. Measurements are unbiased in the 
sense that E(d 1 x) = Dx. The p x p matrix Z denotes a positive definite variance 
matrix, typically (but not necessarily) diagonal. 

In addition to thep data, we have access to two further pieces of information: 
deterministic accounting constraints and prior (possibly multiple) views concern- 
ing the latent variables or linear combinations thereof. These two pieces are com- 
bined into one set of linear priors, Ax-N,(h, H), where the variance matrix H i s  
singular, because each of the deterministic constraints has variance 0. 



We now have data and priors, and we wish to employ Bayes' theorem to 
combine them and obtain posteriors. We emphasize two complicating features of 
this problem: we do not, in general, have data on all latent variables (p < n), nor 
do we have priors on all latent variables (m < n). If we had data on all latent 
variables ( p =  n), then the results in Van der Ploeg (1985, Section 2.1) could be 
applied. If we had priors on all latent variables (m= n), then Lemma A1 in the 
Appendix would give the desired posterior distribution. It is the joint occurrence 
of lacking data and insufficient prior information, which makes the problem 
difficult. 

Clearly we need an identifiability condition, since each latent variable must 
be revealed either through the data or through the priors or both. A necessary 
and sufficient identifiability condition, easy to check, is given in Theorem 1, which 
also provides a complete solution to the general problem discussed above. 

Theorem 1. Let x be an n x 1 vector of latent variables and let d be a p x 1 
data vector such that 

where the p x n matrix D has full row-rank and C is positive definite (hence 
nonsingular). Suppose that prior information is available in the form 

where the m x n matrix A has full row-rank and H may be singular. If rn < n, let 
L be a semi-orthogonal n x (n - m) matrix (that is, L'L = I, -,) such that AL= 0, 
and assume that the identifiability condition 

is satisfied. Then the posterior distribution of x is given by 

(4) 

with 

(5) V = A'HA" - A'HA"D ' xi1 DAf HA" + CKC' 

and 

(6) p = A'h - (A'HA" + CK)D' xi1 (DA'h - d), 

where 

and 

Proof. See Appendix. 1 1  
Let us provide a very simple example in order to demonstrate application of 

the theorem. In this example we have one national accounts identity y = c + i + g 



and two independent data: y= 230 and g =  -44. In addition, our prior belief is 
that c should be around 220.5 and ilc around 113. We do not yet know how to 
treat ratios (this is discussed in the next section), but we can deal with this situ- 
ation naively as follows: 

naive example: 

data: y=230 (11.5) priors: y= c + i + g  

g= -44 (2.2) c = 220.5 (1 1 .025) 

i=  73.5 (3.675). 

Standard errors are given in parentheses. In each case the coefficient of variation 
(standard error divided by mean) is assumed to be 5 percent. We have n = 4, p = 
2, and m = 3. The vector of latent variables is x =  (y ,  c, i, g)', and 

The semi-orthogonal matrix L is ( l / a ) ( 1 , 0 , 0 ,  1)' and the identifiability con- 
dition is satisfied. Application of Theorem 1 then gives the following results: 

posterior moments: y = 239.7 (8.2) 

c= 21 1.6 (8.2) 

i=  72.5 (3.6) 

g =  -44.4 (2.2). 

Clearly the accounting identity is exactly satisfied. One can experiment with this 
simple example to see how different assumptions on the precisions of data and 
priors affect the results. Equally, we could allow for correlations between priors 
or measurements (data). 

It is easy to see that the identifiability condition in Theorem 1 is the most 
general possible-it is necessary and sufficient. 

In classical statistics, it is well-known that there exists a close and non-trivial 
connection between generalized least squares and best linear unbiased estimation; 
see Rao (1973, pp. 294302) and Magnus and Neudecker (1999, Section 13.18). 
An analogous result holds in Bayesian statistics. If we partition the prior infor- 
mation AX-N,(h, H )  into two parts: 

where hl has ml components, h2 has (m -ml) components, and HI is positive 
definite, then a generalized least squares procedure would minimize 



subject to the linear constraints 

Since (12) is proportional to the exponential term of the posterior when only nl 
is used, while also using the linear constraints (13) is equivalent to adding n2, we 
see that minimization leads to the posterior mode, which, in view of the normality 
assumption, equals the posterior mean x = p of Theorem 1. Hence, there exists a 
close connection between our Bayes solution and generalized least squares; see 
also Van der Ploeg (1985). 

Analogous to the classical result that a generalized least squares estimator is 
best linear unbiased in the absence of the normality assumption (by the Gauss- 
Markov theorem), there is a Bayesian result that p is a Linear Bayes estimator, 
obtained by minimizing the expected (with respect to data) quadratic loss in the 
class of linear functions of the data. This result does not depend on normality 
assumptions, only on first and second moments. As our posterior mean is linear 
in d, it may be justified as a Linear Bayes estimator; see e.g. Goldstein (1988). 
O'Hagan (1994, pp. 163-66) gives a short and critical review of Linear Bayes 
estimators. 

Note that other assumptions than normality, like more heavy-tailed priors, 
lead to Bayesian posterior means that are not linear in the data. Numerical 
methods like the Gibbs sampler are then required to estimate the posteriors. How- 
ever, the Linear Bayes estimator may still be used as a near-optimal simple device 
in such cases. 

In practice many of the priors will be nonlinear. In particular, many of the 
priors used in the construction of national accounts are "indicator ratios," that 
is, ratios of two latent variables. In this section we shall see how indicator ratios 
can be linearized in a suitable manner, so that Theorem 1 can still be applied. 

Let x and y be latent variables and consider an indicator ratio R= y/x. Let 
r denote the prior expectation of R. Assume for the moment that we have prior 
information on R and x and that these priors are independent. This will not be 
strictly true in practice, but is nevertheless reasonable in many applications. Then 
we can easily show that 

(14) E(  y - rx) = 0, var( y - rx) = var(R) . (var(x) +  EX)^). 

Our strategy is to replace the prior R by its linearization y - rx. We have prior 
knowledge about the mean and variance of R, but not about the mean and vari- 
ance of x. If we would know the mean and variance of x, then we could replace 
the prior on R by a prior on y - rx, and Theorem 1 could be applied. Since we 
do not know the moments of x, we use a simple iterative procedure, as follows. 
First, use (14) taking Ex to be the value of x in the previous year and let var(x) = 
0. Then, apply Theorem 1. This gives posterior moments of all latent variables, 
and hence in particular of x. In step 2 we use the posterior moments Ex and 
var(x) obtained in step 1 and recalculate the prior variance of y -rx from (14). 



Using this updated prior variance, we apply Theorem 1 again and continue this 
process until convergence. 

We may or may not have access to last year's values. This is not important, 
since the resulting posterior estimates will be independent of the starting values 
of the iteration. In practice we will have not one but several indicator ratios. The 
iteration procedure is then applied to all of them simultaneously. 

The linearization just described involves an approximation. Our experience 
shows that the approximation works well in practice, but of course there may be 
situations where it does not work well. Below we provide a further justification 
for the procedure. 

Consider a very simple set-up with two latent variables x and y and one 
indicator ratio R = ylx, as follows: 

(15) data: dlx-(x, d )  

(16) prior n: R-(r, z2). 

We wish to replace the prior n in (16) by its linearization n', 

(17) prior n': y - rx-(0, z',), 

and we wish to choose 22, optimally in some sense. Given (15) and (17), the 
posterior moments of y given d can be calculated from Theorem 1 or directly. 
They are 

Given (15) and (16), what are the posterior moments of y I d? The prior n directly 
implies that 

Let z = xl d. Then the posterior moments of y I d are 

and 

= ~,var (y Ix )+var ,~ (y lx )  

= E, (2'x2) + var, (rx) 

= z2(d2 + d )  + r2d .  

We see that the posterior mean of yld is rd, both in the linearized and the 
non-linearized version. We now choose the prior variance z? such that also the 
posterior variance of yld for the linearized prior (17) equals that for the non- 
linearized prior (16). This yields 



Hence, in this simple example, the iterative procedure is justified by the fact 
that it leads to the correct first two posterior moments. We notice that this 
method is not Linear Bayes, since the estimator is not linear in d. A Linear Bayes 
estimator would have a larger variance. 

Continuing our simple example from the previous section, let us assume, 
instead of i=  73.5, that i/c= 1/3 or alternatively that c/i= 3. The results are 
presented in Table 1. 

. TABLE 1 

POSTERIOR MEANS AND STANDARD ERRORS FOR THREE 
PRIOR SPECIFICATIONS OF THE SIMPLE MODEL 

Prior 

Posterior i= 73.5 i l c=  113 c l i=  3 

The difference between the three specifications is very small. The two alterna- 
tive prior indicator ratios (i/c= 113 and c/i= 3) do not necessarily yield the same 
posterior estimates, because different approximations are involved in linearizing 
the ratios. Nevertheless, the difference between i/c= 113 and c/i= 3 as prior 
indicator ratio is negligible. 

We conclude that an iterative version of Theorem 1 can be suitably applied 
to linearized indicator ratios in order to obtain posterior moments of all latent 
variables in the system. 

There is one further possible complication. We may have many priors or 
several priors on the same latent variable. In such situations the m x n matrix A 
in the prior specification 

will have rank r < m  and the conditions of Theorem 1 are not satisfied. For 
example, if y =  c +  i, we may have priors on both c/y and i/y, and these will 
generally not add up to one. In such situations we will need to reflect carefully 
about the source of the conflict. Also it may occur that such priors are not in 
conflict. Then we need to assess how dependent the information is. Maybe the 
information on c/y and i/y originated from the same source, in which case they 
are perfectly correlated. Much has been written about combining expert's 
opinions; see Genest and Zidek (1986); Wiper and French (1995); and Clemen 
and Winkler (1999). 

The most common approach to this problem uses different expert opinions 
like "data." We follow this approach and generalize it to a format that suits our 



goals. Let S be an m x (m - r) matrix and T an m x r matrix such that (S, T) is 
orthogonal, 

(24) S'S= I ,-,, T f T =  I,, S'T= 0, 

and satisfies A'S= 0. (Hence S contains the eigenvectors associated with the 
m - r zero eigenvalues of AA' and T contains the remaining r eigenvectors.) Pre- 
multiplying (23) by (S, T)' gives the equivalent prior specification 

(SPAx) [(S'h) , (S'HS S'HT)] 

T'Ax 
-Nm 

T'h T'HS T'HT ' 

and hence T'AxI (S'Ax = 0) -N,(h*, H*)  with 

(26) h* = ~ ' h  - T'Hs(s'Hs)+s'~, H* = T'HT- T~HS(S~HS)+S'HT, 

where (S'HS)' denotes the Moore-Penrose inverse of S'HS. Instead of the prior 
information on Ax contained in (23) we now consider the prior information on 
T'Ax. The matrix T'A has full row-rank and thus satisfies the conditions of The- 
orem 1. 

A trivial example may illustrate this procedure. Suppose we have two pieces 
of information on a single latent variable x, 

According to one expert, Ex= 1; according to another expert with independent 
information, Ex = 2. Then, 

Substituting into (23) gives 

(29) ( 2  -A2, A),  h2= ~ ~ / ( 1 +  T ~ ) ,  

the standard weighted average of the two pieces of information. 

We illustrate the proposed methodology by investigating a simple but 
realistic accounting framework with data based on a Western-type economy. The 
framework includes national aggregates, such as GDP, expenditures and external 
transactions, that allow for the derivation of national disposable income and 
national saving (not explicitly included in the presented accounts). It also includes 
the main institutional sector accounts, as published in the 1993 System of 
National Accounts (United Nations et al., 1993). 

The framework and data, involving 38 variables distributed over 5 sectors, 
is presented in Table 2 together with last year's data. The framework and the 
data are described in detail in United Nations (2000, Chapter 4A) and are consist- 
ent with the international guidelines of the 1993 System of National Accounts 
(SNA) described in United Nations et al. (1993). 



TABLE 2 

NATIONAL ECONOMIC ACCOUNTS, EXAMPLE WITH LAST YEAR'S DATA 

Total Economy Resident Sectors 

Non-financial and 
Financial 

Industries Rest of the World Government Corporations Households 

[I] Output, incl. [lo] Imports 
product taxes, 
less subsidies 

3,737 

[2] Intermediate [l 11 Exports 117) Final 1261 Final 
consnm~tion 540 consumption, consum~tion. 

government 
368 

[3] Gross capital [18] Gross capital 
formation, total formation, 
economy1 government1 

414 40 

[4] GDP, market [12] External 
prices balance 
(current prices) of goods and 

1,854 services 
41 

[5] GDP, market 
prices 
(constant 
prices) 

1,160 

[22] Gross capital [27] Gross capital 
formation, formation, 
corporations' households' 

287 87 

[28] Disposable 
income, gross5 

1,259 
[29] Disposable 

income before 

[6] Compensation [I31 Compensation 
of of employees [3 11 Compensation 
employees, paid received by of 
and mixed residents, less employees and 
income, paid to non- mixed income 
gross residents received 

1,204 4 1,208 

[7] employment [32] Size of 
(1,000 m/years population 
worked) ( x  lOOO), 

33,350 beginning of 
year 

88,700 
[33] Size of 

population 
( x  1000), end 
of year 

90,000 
[34] Population 

increase 
( x  1000) 

1,300 

[8] Taxes on [I41 Taxes on 
production and production 
imports, less less 
subsidies2 subsidies plus 

191 taxes on 
income 
and wealth, 
received 
by resident 
government 
less paid to 
non-resident 
government 

1 

[19] Taxes on [23] Taxes on [35] Taxes on 
production income and income and 
less wealth, paid wealth, paid 
subsidies plus by by households 
taxes on corporations 178 
income 34 
and wealth, 
received by 
government 

404 



TABLE 2--continued 

Total Economy Resident Sectors 

Non-financial and 
Financial 

Industries Rest of the World Government Corporations Households 

[9] Operating [15] Other 
surplus, gross incomes, 
(excl. mixed receipts by 
income) residents less 

459 payments to 
non-residentsi 

- 8 

[20] Other outlays, [24] Other 
payments less incomes, 
receipts, by receipts less 
government4 payments, by 

46 corporations3 
257 

[36] Other 
incomes, 
receipts less 
payments, by 
households' 

229 
[37] Capital 

transfers, 
receipts less 
payments, 
households 

11 

[16] Net lending to 
abroad 

38 

[21] Net lending, [25] Net lending, 
government corporations 

- 50 - 64 

[38] Net lending, 
households 

152 

Note: All entries, except [7] and [32]-[34], are in millions of US$. 
' ~ r o s s  capital formation includes the value of improvements to land and the cost of ownership 

transfers of non-produced assets. 
'~roduction taxes less subsidies have not been allocated to sectors, but have only been recorded 

for the total economy. 
30ther incomes, receipts less payments, include operating surplus gross, property income, and 

non-tax current and capital transfers. Capital transfers include acquisition less disposal of non-pro- 
duced non-financial assets. 

41n the case of the government, other incomes have been replaced by other outlays, which include 
payments less receipts of property income and non-tax current and capital transfers, less operating 
surplus gross. 

51ncludes adjustment for the change in net equity of households on pension funds, and is after 
deduction of taxes on income and wealth. 

6 ~ o  tax deductions have been made. 
'In the case of households, operating surplus excludes mixed income and capital transfers, which 

are presented separately. 

The columns of the Table 2 refer to sectors of the economy and the rows to 
accounts. The first column contains the aggregate data on industries, while the 
other columns refer to the rest of the world and three aggregate resident insti- 
tutional sectors, i.e. government, non-financial and financial corporations, and 
households. The rows of accounting data for each sector are grouped together by 
four accounting segments. The first segment, contained in the first three row- 
blocks, refers to the data elements of the supply and use table, i.e. output, 
imports, exports, intermediate and final consumption, and capital formation. The 
second segment, covering row-blocks 4 and 6, refers to the main product, income 
and related aggregates including GDP at current and constant prices, disposable 
income before and after taxes, saving, and the corresponding employment and 
population data needed to derive product and income aggregates per worker and 
per capita. The third segment, covering row-blocks 5, 7 and 8, refers to receipts 
and payments of compensation of employees including mixed income, taxes, 
operating surplus and other income and outlay data. The fourth segment, con- 
tained in row-block 9, includes net lending for each sector. This is used as the 
main analytical balancing item in each sector, except in the household sector 
where also disposable income and savings are shown. 



The 38 variables of the accounting framework must satisfy 16 linear account- 
ing restrictions: 10 "vertical" restrictions that define the accounting constraints 
within each sector, and 6 "horizontal" restrictions that correspond to accounting 
restrictions between the sectors. These are given in Table 3. In fact, there is one 
further "horizontal" restriction referring to net lending between sectors: [16] = 
[21] + [25] + [38], but this identity is linearly dependent on the other restrictions. 

TABLE 3 

ACCOUN rlNG IDENT~TIES 

Industries 141 = [I] - P I  
PI = 141 - 161 - [81 

Rest of the world [12] = [1 11 -[lo] 
[16]= [I21 + [l3] + [I41 + [l5] 

Government [21]=[19]-[17]-[IS]-[20] 
Corporations [25] = [24] - [23] - [22] 
Households [30] = [28] - [26] 

[29] = 1281 + [35] 
[36] = [28] - [31] + [35] 
[38] = [30] + [37] - [27] 

Supply and use [I] + [lo] = [2] + [3] + [ l l ]  + [17] + [26] 
Gross capital formation [3] = [18] + [22] + [27] 
Compensation of employees [6] + [l 31 = [3 11 
Population [34] = [33] - [32] 
Taxes [19]= [8]+ [14]+ [23]+[35] 
Other incomes and outlays I241 + [36] + [37] - [9] -[15] - [20] = 0 

An essential ingredient in estimating the 38 latent variables is prior, but 
uncertain, knowledge about some indicator ratios. We have selected, on economic 
grounds, 16 indicator ratios on which we believe reasonable prior knowledge to 
be available. These were selected from a larger list of indicator ratios presented 
in United Nations (2000, Chapter 4A). The 16 indicator ratios, together with their 
prior moments, are presented in Table 4. 

Each indicator ratio except one has a prior mean which is assumed to be 
equal to last year's value, that is, our prior belief is that the indicator ratio 
remains the same. The only exception is the inflation rate, which we give a prior 
value of 2 percent, based on the results of a limited consumer price survey. As a 
consequence, the GDP price deflator [4]/[5] has a prior mean of last year's value 
multiplied by 1.02. We emphasize that the choice of prior means based on last 
year's values is not demanded by some theory. In the presence of more insights 
into the economy, other prior means could be used. 

The assumed precision (uncertainty) of the indicator ratios is given as high 
(H), medium-high (MH), medium-low (ML), or low (L). These four categories 
indicate the coefficient of variation, that is, standard error divided by mean. In 
particular, "H" indicates a coefficient of variation of 0.5 percent, "MH" of 2.5 
percent, "ML" of 5 percent, and "L" of 10 percent. For example, the first indi- 
cator ratio [3]/[4] has a prior mean of 0.2233 and a coefficient of variation of 2.5 
percent. Hence the standard error is 0.025 x 0.2233 = 0.0056. In our example, the 
precision of the indicator ratios is "H," "MH" or "ML," but never "L." 

In addition to the indicator ratios, we have four "other" priors, namely vari- 
ables which we assume a priori will not change compared to last year. These are 
given in Table 5. 
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TABLE 4 

INDICATOR RATIOS WITH PRIOR MOMENTS 

Prior Moments 

Indicator Ratios 
Coefficient of Standard 

Mean Variation Error 

Indicator ratios Production 
vertically defined by industries 
within industries 
and sectors 

Corporations 

Households 

Indicator ratios horizontally 
defined across industries 
and sectors 

Investment share in GDP 
Value addedloutput coefficient, total 
GDP price deflator 
GDP constant prices per worker, labor productivity 
(1,000 US$ per m/year) 
Labor share in GDP 
Production taxes less subsidies/GDP 

Taxeslrevenues of corporations 
Earnings (after taxes)/gross capital formation, 
corporations 

Propensity to consume of households 
Capital formation/saving, households 
Labor income as share of disposable income 
of households, before taxes 
Tax ratio of household disposable income, before 
taxes 
Population growth 

Tmport/supply-use 
Government/household consumption ratio 
Number of employees/population 



TABLE 5 

OTHER PRIORS USED 

Prior Moments 

Variable 
Coefficient Standard 

Mean of Variation Error 

[13] Compensation of employees received by 
residents, less paid to non-residents 4 L 0.4 

[14] Taxes on production less subsidies plus taxes on 
income and wealth, received by resident 
government less paid to non-resident 
government 1 L 0. I 

[15] Other incomes, receipts by residents less 
payments to non-residents - 8 L 0.8 

[37] Capital transfers, receipts less payments, 
households 11 L 1.1 

Tables 3-5 give the accounting restrictions, the indicator ratios, and the 
"other" priors, 36 priors all together. However, we also have data. In fact we 
have data on 19 of our 38 variables. These are given, together with their assumed 
precisions (measurement errors), in Table 6. 

Of course, the coefficient of variation is not defined when the mean is zero, 
and is not very useful when the mean is "close" to zero. Here we let the standard 
error be 0.5 when the mean (in absolute value) is smaller than 10. 

Thus, we have 38 variables (n= 38), 19 data ( p =  19), and 36 priors (m= 36) 
of which 16 identities. Using the iterative version of Theorem 1 on linearized 
indicator ratios (see Section 3), we obtain posterior means and variances of all 38 
latent variables. Of the total number of 38 variables, we selected 11 "key" vari- 
ables and 11 "key" indicator ratios. These are considered to be the essential 
elements for assessing the state and development of the economy under 
investigation. 

5.1. Key Variables 

Bayesian estimates (together with their standard errors) of key variables are 
presented in Table 7 (under "comprehensive compilation"). The key variables 
include, among others, GDP at market prices, gross capital formation, disposable 
income of households, and net lending of all sectors, including corporations, 
government, households and abroad. Some of the key variables can be estimated 
very accurately: gross capital formation in the total economy [3], GDP [4], final 
consumption government [17], final consumption households [26], and gross dis- 
posable income [28]. However, some of the key variables, in particular the balan- 
cing items, are estimated less accurately, as was to be expected. These include net 
lending by government [21], corporations [25] and households [38], and also gross 
household savings [30]. The most difficult to estimate are two key variables relat- 
ing to the rest of the world: external balance of goods and services [12] and net 
lending to abroad [16]. Qualitatively these results appear to be sensible. The 
power of our approach, however, lies in the quantification of estimates and 
precisions. 



TABLE 6 

THE DATA AND THEIR PRECISIONS 

Moments 

Coefficient Standard 
Data Mean of Variation Error 

Output, incl. product taxes, less subsidies 
Gross capital formation, total economy 
Compensation of employees, paid and mixed 
income, gross 
Employment (1000 m/years worked) 
Imports 
Exports 
Compensation of employees received by 
residents, less paid to non-residents 
Taxes on production less subsidies plus taxes on 
income and wealth, received by resident 
government less paid to non-resident 
government 
Other incomes, receipts by residents less 
payments to non-residents 
Final consumption, government 
Gross capital formation, government 

[19] Taxes on production less subsidies plus taxes on 
income and wealth, received by government 

[20] Other outlays, payments less receipts, by 
government 

[22] Gross capital formation, corporations 
I231 Taxes on income and wealth, paid by 

corporations 
[24] Other incomes, receipts less payments, by 

corporations 
[26] Final consumption, households 
[32] Size of population ( x  1,000), beginning of year 
[33] Size of population ( x  1,000), end of year 

Note: When the prior mean (in absolute value) is smaller than 10, we set the standard error 
at 0.5. 

We now compare our Bayesian estimates with the estimates based on a for- 
malization of current practices (hereafter "SNA estimates"). These current prac- 
tices do not involve the use of reliability intervals, and as a consequence can 
accommodate fewer structural coefficients (indicator ratios). The SNA estimates 
were obtained by simulating current compilation practices. The compilation is 
carried out in two stages. The first stage is based on the 19 data (the same 19 
data that are used in the Bayesian approach). To "estimate" the 38 variables, we 
add the 16 restrictions (the same restrictions that we used in the Bayesian 
approach) and a small number (5 in this case) of the available indicator ratios. 
The five selected indicator ratios are those that are closest to the ones used in 
current practices, and consist of value added/output coefficient, total; the GDP 
price deflator; GDP in constant prices per worker, labor productivity; production 
taxes less subsidies/GDP; and also capital formation/saving of households (see 



TABLE 7 

BAYESIAN ESTIMATES FOR "KEY" VARIABLES 
- 

Comprehensive Compilation Reduced 
Coinpilation 

Previous Current SNA 
Key Variable Year Practice Bayes Bayes 

[3] Gross capital formation, 
total economy 414 490 424 (8.8) 434 (11.2) 

141 GDP, market prices 
(current prices) 1,854 2,001 1,890 (22.9) 1,938 (30.8) 

[12] External balance of goods 
and services 41 25 29(13.1) 43(15.0) 

[16] Net lending to abroad 38 18 24 (13.1) 40 (15.0) 
[17] Final consumption, 

government 368 385 380 (7.2) 384 (8.0) 
[21] Net lending, 

government - 50 - 107 -71(8.2) -51(9.4) 
[25] Net lending, 

corporations - 64 8 7  -67 (5.6) - 67 (6.6) 
[26] Final consumption, 

households 1 ,03 1 1,102 1,058 (19.6) 1,076 (24.4) 
[28] Disposable income, gross, 

households 1,259 1,435 1,302 (20.4) 1,313 (24.2) 
[30] Savings, gross, households 228 333 244 (16.0) 237 (17.6) 
[38] Net lending, households 152 211 162 (10.1) 158 (11.1) 

Table 4). Prior knowledge of the accuracy of the data is largely ignored at this 
stage. We have now 40 (19 + 16+ 5) pieces of information to estimate the 38 
variables, and hence we have two degrees of freedom. In order to identify the 38 
variables, two of the exact restrictions are ignored at this stage: supply and use, 
and other incomes and outlays. The "estimates" obtained in this way do not 
satisfy these two restrictions, and hence inconsistencies (statistical discrepancies) 
occur at this first stage. 

These statistical discrepancies are eliminated in the second stage of the com- 
pilation, by adjusting the estimates of the variables, and indirectly also the values 
of the indicator ratios used in the first stage. Implicit in the latter procedure are 
qualitative reliability criteria regarding data and indicator ratios, which the 
national accountants take into account. In particular the estimates of two vari- 
ables are adjusted at this stage, which are considered to be less reliable, i.e. gross 
capital formation and final consumption of households. For a more comprehen- 
sive description of the formalized approach to current national accounts com- 
pilation practices, the reader is referred to United Nations (2000, V.D. 1). 

The SNA estimates of the key variables obtained in this way are also pre- 
sented in Table 7. The discrepancy from our Bayesian estimates is substantial. 

5.2. Key Indicator Ratios 

The key indicator ratios are presented in Table 8. They are closely related to 
the key variables and include, among others, GDP per capita, household dispos- 
able income per capita, GDP real growth, and the share of investment and total 



TABLE 8 

Comprehensive Compilation Reduced 
Compilation 

Current 
Previous SNA 

Key Indicator Ratio Year Practice Bayes Bayes 

Household disposable 
income/capita 
Per capita GDP 
Export-import gap/GDP (%) 
Investment share in GDP (%) 
GDP real growth PA) 
Government net borrowing/ 
GDP (76) 

Total taxes/GDP (%) 
Propensity to consume of 
households (%) 

Government/household 
consumption ratio (%) 

Household consumption/ 
GDP (Yo) 

Net lending of households/total 
net lending (%) 

taxes in GDP. Some of the key indicator ratios ([3]/[4], [26]/[28] and [17]/[26]) 
are also used as priors, but most are not. The Bayesian estimates of the key 
indicator ratios are presented under "comprehensive compilation" in Table 8, 
and can be compared with the SNA estimates. Some of the differences between 
the SNA and our Bayesian estimates are quite large. For example, we estimate 
the export-import gap/GDP ratio at 1.5 percent, while the SNA estimate is 1.2 
percent. Also, we estimate the government net borrowing/GDP ratio at 3.8 per- 
cent, while the SNA estimate is 5.3 percent. The largest difference between the 
two approaches is in GDP real growth, where our Bayesian estimate indicates 
zero growth, whereas the SNA approach estimates 5.8 percent growth. The differ- 
ence is so large, because in current practices, as interpreted here, GDP real growth 
is solely dependent on the observed growth of output to which it is linked through 
another indicator ratio, namely the output value-added coefficient. In contrast, 
the Bayesian approach takes into account the values of all indicator ratios listed 
in Table 4, and thus also the much more limited growth of population/employ- 
ment (1.3 percent). This large difference in GDP growth between the two esti- 
mation approaches influences, of course, the value of all other indicator ratios 
that are dependent on GDP. It thus explains the large difference between the two 
estimates for the export-import gap/GDP ratio (1.5 percent versus 1.2 percent) 
and net borrowing/GDP (3.8 percent versus 5.3 percent). 

In Table 8 we present standard errors of the estimated Bayesian indicator 
ratios. These standard errors are approximations based on (14). Thus, 



where 

and Ex, Ey, var(x), var( y), and cov( y, x) denote posterior moments. We see that 
the export-import gap/GDP ratio and in particular GDP real growth are difficult 
to estimate precisely. 

5.3. Comprehensive and Reduced Compilation 

Typically, national statistics offices produce not one, but three rounds of 
estimates of the national accounts variables. Suppose we wish to estimate the 
variables for year t. The first round takes place in the winter or early spring of 
year t + 1. Few actual data are then available, so one has to rely heavily on priors. 
This round is here called "reduced compilation." The next round may take place 
one year later and is here called "comprehensive compilation." More data and 
more accurate data are then available. The final round takes place one year after 
this. 

Our analysis so far can be viewed as the second round ("comprehensive 
compilation"), where we have access to 19 data. In the first round ("reduced 
compilation") we have only 8 data: [6], [7], [ll], [17], [IS], [20], [24], and [32]. The 
only other difference between the two rounds is that, in the absence of a price 
survey, the inflation rate is assumed to be 0 percent (rather than 2 percent), so 
that the GDP price deflator [4]/[5] has a prior mean of 1.5983. We assume that 
its precision is low (L). The resulting estimates for the key variables and the key 
indicator ratios are presented in Tables 7 and 8, last panel. 

About one half of the key indicator ratios are rather well estimated at the 
"reduced compilation" stage: household disposable income per capita, investment 
share in GDP, propensity to consume of households, government/household con- 
sumption ratio, and household consumption/GDP. These five indicator ratios are 
not very sensitive to having more data. Two other indicator ratios (per capita 
GDP and total taxes as a percentage of GDP) are moderately sensitive, while the 
other indicator ratios, in particular the GDP real growth rate and the export- 
import gap/GDP, are poorly estimated at the "reduced compilation7' stage. All 
estimates become more precise when more data are available. 

The Bayesian estimation approach developed in this paper allows us to 
obtain estimates for the variables and the indicator ratios between the variables, 
and also reliability intervals of these estimates. The "simultaneity" feature of this 
approach introduces several new elements in current national accounts estimation 
practices. First and most importantly, the approach takes full account of all avail- 
able information together with the assumed prior precision of that information. 
Secondly, if we have several pieces of information on the same variable or set of 
variables, then this causes no problems (multiple priors). Thirdly, all variables 
and indicator ratios are estimated with their corresponding reliability intervals. 
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This is new, as variable estimates in national accounts are generally point 
estimates without estimates of the standard errors. 

The basics of the approach have been worked out and illustrated above. Its 
future potential, however, will depend on the further development of the 
approach for practical application. Some of these potentials are briefly discussed 
below. 

It is important that through the Bayesian approach a direct link is established 
between the value and reliability of basic data and the value and reliability of the 
estimates of the national accounts variables. This link was used above to show 
how improvements or extensions of basic data sources would lead to reduced 
reliability intervals of posteriors when additional data sources are employed, and 
thus to improved reliability of the national accounts estimates. The same link 
could also be used to quantify the additional reliability that would be achieved 
by integrating basic data sources through the use of the national accounts 
framework. 

The method also facilitates the simultaneous use of indicator ratios in com- 
pilation and analysis. This is important as indicator ratios are generally the core 
of simple analyses (United Nations, 2000, Chapter 4A). Depending on the avail- 
ability of basic data at the time or the circumstances that national accounts are 
compiled, current national accounts estimation approaches use fixed values or 
point estimates of a few selected indicator ratios as assumptions or "priors" in 
the national accounts compilation, and "posterior" values of the indicator ratios 
are close to their "prior" values. This practically eliminates the use of these indi- 
cator ratios in analysis. In the Bayesian approach the "prior" and "posterior" 
values of the selected indicator ratios may be different as the "priors" are not 
point estimates, but defined with help of reliability intervals. As a result, they can 
still play a role in analysis, together with other indicator ratios that were not used 
in the compilation. 

The example of the Bayesian approach given in Section 5 is a relatively 
simple one, based on an aggregated national economic accounts framework with 
limited scope and detail. This was done solely in order to illustrate the essential 
features of the method. However, the approach can be applied without any diffi- 
culty to a much larger number of variables and indicator ratios and thus to a 
more realistic accounting framework. There are plans to develop the approach 
further for use in preliminary accounts when a limited set of basic data is avail- 
able, to comprehensive annual and benchmark economic accounts, and also to 
satellite accounts. The further development would be closely aligned with the 
so-called "systems approach" to macro accounts compilation, which has been 
developed by the UN Statistics Division and implemented in several countries; 
see United Nations (1999). An intriguing conclusion from our example is that 
prior values of indicator ratios may have a larger impact on the posterior esti- 
mates of the variables than improved or additional information obtained from 
new data sources, such as household or enterprise surveys. Of course, this tenta- 
tive conclusion depends on the assumed precisions of the indicator ratios. It 
would be interesting to verify the conclusion by further elaboration of the 
approach for more detailed data systems. 
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The direct estimation of indicator ratios together with the underlying values 
of the variables can also be extended to the integration of estimation approaches 
used in accounting and modeling. In the current approach, indicator ratios are 
largely defined between variables within the same period. However, the approach 
could also be applied to accounting covering several periods. Tbis would involve 
inter-temporal indicator ratios such as growth rates and capital output ratios, 
which are defined between variables of different periods. Using indicator ratios 
in this sense would establish a first link between the Bayesian approach and simple 
modeling based on the use of indicator ratios defined within and between periods. 
Finally, once the inter-temporal problem has been worked out, the approach 
could be extended to a more complex link between the Bayesian approach to 
macro accounts compilation and parameter estimation methods used in 
econometrics. 

The proof proceeds in three steps of increasing generality on the assumed 
prior distribution. In Lemma A1 we assume that prior information is available 
on all latent variables. 

Lemma Al. Let x be an n x l vector of latent variables and let d be a p x 1 
data vector such that dlx-N,(Dx, X), where thep x n matrix D has full row-rank 
and C is positive definite. Suppose that prior information is available in the form 
x-Nn(q, Q), where Q is positive semidefinite (possibly singular). Then the pos- 
terior distribution of x is given by xld-Nn(p, V), with 

(32) V= Q - QD'(X + DQD')-'DQ, p =  q - QD' (c + DQD')-'(D~ - d). 

Proof. It is obvious and well-known that the posterior of x is normally dis- 
tributed. Assume first that Q is nonsingular. Then we find the moments p and V 
by completing squares: 

(33) (d - DX)' z l ( d  - DX) + (X - q ) ' ~ - l ( ~  - q) = (X - ~)'V-'(X - p) + R, 
where R does not depend on x. This gives 

and hence the expressions in the lemma. If Q is singular, the expressions remain 
valid, because X + DQD' remains nonsingular. I I 

The next step contains the crux of the proof. Here we allow some of the 
priors to be non-informative (have infinite variance). 

Lemma A2. Assume that the conditions of Lemma A1 hold. Assume further 
that 

(3 5 )  Q = Q, + (l/A2)~L', 

where Q, is positive semidefinite, L has full column-rank 21, and the identifi- 
ability condition r(DL)= r(L) is satisfied. Then, as A2+0, the posterior distri- 
bution of x is given by xld-N,(p, V), with 

(36) V= Qo - QoD' Z ~ ~ D Q ,  + CKC' 

348 



and 

where 

(38) Co=C+DQoD', C = I - Q o ~ ' X i j 1 D ,  K=L(L'D'Z~'DL)-'L'. 

Proof. We apply the results of Lemma A l .  Letting R = &-'I2DL, we have 

The identifiability condition implies that R has full column-rank and hence that 
R'R + A21 has full rank, also at h2 = 0. Now, 

and hence 

(41) QD'(C + DQD')-' = Q ~ D ' & - ' / ~ ( ~ -  R ( R f R  + A21)-'R') &-'I2 

+ L(R  ' R  + A21)-' R ' %,-'I2. 

This gives 

(42) V= Q - QD'(X + DQD')-'DQ 

= Qo - Qo D' C,' DQo - CL(R'R + A21)-'R' &-'I2 DQo 

+ ( l / A 2 ) ~ L ( 1  - (R'R + A 2 1 ) - ' ~ ' ~ ) L '  

= (20 - Qo D' C;' DQo + CL(R fR  + A21)-'L'c' 

and 

(43) p = - Q D ~  + DQD')-'DQ 

= q - (Q,, + L(R'R + a2r)-'~' 
- eo D' %'I2 R(R'R + A~I)-'L')D' ~ o '  ( ~ q  - d )  

= q - (Qo + CL(R'R + A21)-'L')D' X i 1  (Dq - d) .  

Letting A2 +0 gives the desired results. ( 1  
Based on Lemmas A1 and A2 we can now prove Theorem 1 .  

Proof of Theorem 1. If m = n, Theorem 1 follows from Lemma A1 by letting 
q= A-'h and Q= A-'HA-". If m < n, we have less than n "informative" priors. To 
the m informative priors Ax we now add n - m non-informative priors L'x. Since 
(A', L)-' = (A', L)', one verifies that the two statements 

and 

x -N(A'h, A'HA" + (1 /A2)LL') 
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are equivalent. Hence, prior information Ax-N(h, H) is equivalent to prior 
information 

(46) x-N(q, Qo + (~/A')LL'), q= A+h, Qo= A+HA", 

when A2 approaches 0. Direct application of Lemma A2 now yields the required 
results. 1 1  
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