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DEFLATION OF INPUT-OUTPUT TABLES FROM THE USER'S 

POINT OF VIEW: A HEURISTIC APPROACH 

University of Groningen 

This paper considers the problem of deflating an input-output table from the viewpoint of the user. 
In many practical cases certain margins of this table are readily available in constant prices, whereas 
the entire table is not. This reduces the problem to estimating the matrix of sectoral intermediate 
deliveries in constant prices. The traditional approach for this purpose is based on the double deflation 
method. Since double deflation is sensitive to aggregation, however, it typically does not provide 
correct answers. Therefore, a heuristic approach is proposed as an alternative. It is based on the 
biproportional projection method. An empirical evaluation indicates that the heuristic approach clearly 
performs better. 

Input-output tables have been widely used for studying economic develop- 
ments in a context where the interactions between sectors and/or regions are 
explicitly taken into account. Typical examples include analyses of multipliers and 
multiplier decompositions, of interindustry linkages and interregional feedbacks, 
of structural changes, and of a variety of impacts.' When carried out for a point 
in time, empirical studies of these types often aim at describing certain aspects of 
the production structure. Comparisons over time focus on changes in the produc- 
tion structure, which are frequently related to technological changes.' 

Most input-output studies use technical (or input) coefficients which are 
interpreted in physical terms (or quantities). The input-output tables from which 
the technical coefficients are obtained, are prepared in money terms (or values), 
however. This leads to problems, in particular when developments over time are 
examined. Changes in the technical coefficients reflect changes in the cost structure 
rather than in the production structure. These changes comprise two effects; a 
quantity effect and a price effect. For the analysis of the production structure it 
is of major importance to separate these two effects. In other words, for a proper 
understanding of the changes in the production structure over time, it is necessary 
to use input-output tables in constant prices. 

This paper considers the problem of deflating an input-output table. We 
explicitly adopt the viewpoint of the user who is interested in, for example, analyz- 
ing such changes in the production structure. For this purpose, the intermediate 
deliveries (i.e. from sector i to sector j )  in constant prices are of particular interest. 

Note: Earlier versions of this paper were presented at the 34th European Congress of the Regional 
Science Association in Groningen, The Netherlands, and the 1 Ith International Conference on Input- 
Output Techniques in New Delhi, India. We would like to thank Jan Oosterhaven, two anonymous 
referees and the editor for their extensive comments and suggestions. 

"See Rose and Miernyk (1989) for a detailed overview. 
2 ~ e e  e.g. Carter (1970) for a seminal contribution to this type of research. 



It is our experience that, when an entire input-output table in constant prices is 
not available, most of its margins are often known. Aggregate data, such as total 
output, final demand, imports, and value added (all per sector), frequently are 
published in constant prices. For the user this leaves the problem of estimating 
the matrix of intermediate deliveries in constant prices. 

The method that has been used predominantly for the estimation of input- 
output tables in constant prices, is double deflation. Section 2 discusses the method 
of double deflation and some of its drawbacks. It explains why double deflation 
will most likely produce incorrect results. In Section 3 we propose an alternative 
method for the deflation of the matrix of intermediate deliveries. The intermediate 
deliveries in constant prices are estimated on the basis of the intermediate deliveries 
in current prices, and the row and column sums in constant prices. This estimation 
problem exactly satisfies the requirements for applying the biproportional projec- 
tion (or RAS) method. We discuss four cases which differ with respect to the 
amount of available aggregate information in constant prices. 

In comparing the two methods, it should be emphasized that the RAS-method 
needs more exogenous information than double deflation. In particular, the total 
value added (or GDP) is required to be known in constant prices. It should be 
noted that the double deflation method has been advocated, precisely for the 
purpose of estimating the total value added. Recall, however, that we have limited 
our scope to the user's point of view. In that case, figures in constant prices are 
often widely available for aggregates, including the value added per sector. 

Section 4 presents the results for an empirical application to the Netherlands. 
It is indicated that the RAS-method clearly performs better than double deflation, 
for the practical purposes described above. 

In most input-output studies on production structures the technical 
coefficients are interpreted in terms of physical quantities. In practice, however, 
input-output tables are prepared in money values. Deducing tables in quantities 
is a difficult (if not impossible) task. In certain sectors the commodities are too 
heterogeneous to use a physical measure while in other sectors (especially the 
service sectors) the production cannot be measured physically. 

These problems can be overcome to some extent by choosing appropriate 
units of measurement. Defining these units as the quantity bought for one dollar 
allows for a physical interpretation of the coefficients in value terms. This is 
common practice when the analysis is with respect to only one year. For a compari- 
son over time, however, it becomes necessary to value tables in constant prices. 

The compilation of input-output tables in constant prices is often based on 
the double deflation m e t h ~ d . ~  Under the assumption that each sector produces 
one homogeneous good, each sector's gross output and intermediate and final 
deliveries are deflated by this sector's own price index. The United Nations (1973) 
advocates the use of the double deflation method for estimating the value-added 

 or recent contributions on alternative methods, see De Boer and Broesterhuizen (1991), Durand 
(1994, 1996) or Folloni and Miglierina (1994), for example. 



in constant prices. Each sector's value-added can be obtained as the difference 
between this sector's deflated gross output and the deflated intermediate inputs 
plus imports in constant prices. 

The input-output table in current prices is given in Table la, the table in 
constant prices, using the double deflation method, in Table lb. 

TABLE l a  

TABLE l b  

The n x n matrix Z denotes the intermediate deliveries, the vector f the final 
demands (private and government consumption and investment, and exports), x 
denotes the vector with sectoral outputs. The k x n matrix M gives the sectoral 
imports, where we have distinguished k different imported products.4 v' is a row 
vector, the elements of which give the value added in each ~ e c t o r . ~  In Table lb, 
the subscript d (for deflated) is used to indicate that the corresponding matrices 
and vectors are in constant prices. Let pi denote the ratio of the current price and 
the base year price, for product i. Thus, loopi is the price index. The element ai 
of the vector n, denotes the deflator in sector i. It is defined as the reciprocal price 
ratio, that is, n,= l / p i  In the same way the import deflator pj (with j= 1, . . . , k) 
is defined as p, = 1 /rj, where rj denotes the price ratio between the current import 
price and the base year import price, for the imported product j. 

In the double deflation method the deflators ai and pj are assumed to be 
given.6 The value added vector v& is then obtained from the balancing equations. 
That is, the equality of the row sums and the column sums imply 

where e(,, denotes the n-element summation vector consisting entirely of ones. 

4 ~ f  the input-output table records only a single row of total imports, k equals 1 and the matrix 
M becomes a vector. 

5~ prime (e.g. in v') is used to indicate transposition. As usual, vectors are column vectors. A 
hat (e.g. in A) is used to denote the diagonal matrix with the elements of the vector n on its main 
diagonal and all other entries zero. 

6Alternatively, it may be assumed that the matrix Md is given. 



Although the double deflation method is generally accepted, it involves cer- 
tain problems. Some of these may have serious effects in empirical studies (see 
e.g. Sevaldson, 1976). For example, using the price index of the gross output for 
deflating an entire row, can only be justified if this sector produces one good. 
Most sectors, however, produce more than one good. Since every sector requires 
a different mix of these goods as an input, the price indices are likely to be different 
within a row of intermediate deliveries. 

Also when the double deflation method is used for estimating the value- 
added, certain difficulties may be encountered (see e.g. Wolff, 1994). For instance, 
since the value-added is obtained as the difference of variables, its measurement 
error equals the sum of the measurement errors of these variables. 

A third drawback of the method of double deflation is that it is subject to 
aggregation problems. In input-output analysis, the aggregation problem typically 
refers to the fact that an aggregated Leontief inverse may be obtained from an 
input-output table in two alternative ways. First, aggregation after inversion, 
which means that the original table is used to derive a large Leontief inverse, 
which is then aggregated. Second, inversion after aggregation, where the original 
table is aggregated into a smaller table, which is then used to derive a small 
Leontief inverse. Unless some very stringent conditions are satisfied, the two 
alternative procedures will yield different answers (see e.g. Kymn, 1990, for a 
detailed overview of the literature and results). 

A similar argument holds when double deflation is applied to compute an 
aggregaged input-output table in constant prices. On the one hand, aggregation 
after deflation means that the original table is deflated first, resulting in a value 
added vector in constant prices, which then is aggregated. On the other hand, 
deflation after aggregation means that the original table is aggregated first, after 
which it is deflated. Both procedures yield an estimate of the aggregated value 
added vector in constant prices and of the matrix of intermediate deliveries in 
constant prices. It can be shown, however, that only under stringent conditions 
are the two answers for the value added vector equal to each other. The same 
result holds for the column sums of the two matrices of intermediate deliveries 
(see Dietzenbacher and Hoen, 1996). 

Clearly, if detailed or even "ideal" information is available, aggregation after 
deflation leads to the correct answer. Unfortunately, however, in practical cases 
the published information available to the user already is largely aggregated. 
Consequently, the only possibility for calculating an input-output table in con- 
stant prices is via deflation after aggregation. It is likely, however, that this answer 
will differ from the correct (but unknown) answer. 

In this section we propose an alternative approach for deflating input-output 
tables. As stated earlier, we adopt the viewpoint of the user who is interested in 
the intermediate deliveries in constant prices. The deflation therefore does not 
aim at providing an estimate for the value-added (or GDP). As a matter of fact, 
it is our experience that for most practical cases the National Accounts frequently 
provide a wealth of deflated data. For example, for each sector figures on the 



output, the value-added, the import and the final demand are usually recorded 
both in current and in constant prices. This implies that all margins of the input- 
output table are known in constant prices. As a consequence, we may use the 
RAS-procedure to estimate the table itself in constant prices. 

The RAS-procedure is a biproportional projection method that was devel- 
oped for "updating" a given matrix (say Ao, not necessarily square), such that 
the updated matrix ( d l )  satisfies exogenously given row and column sums.7 The 
RAS-method proceeds iteratively. In the first step the rows are adjusted. Each 
row i is multiplied by a scalar r, such that the i-th row sum equals the prespecified 
row sum of A, . The resulting matrix after step 1 may be denoted as x l ( l )  = f lAo. 
In the second step, the columns of d , ( l )  are adjusted so as to satisfy the column 
sum requirements. This yield d1(2) = dl(l)g2 = ilA0g2. It is likely, however, that 
the row sum requirements are violated. Therefore the rows are adjusted again; 
dl (3) = i3dl (2) = f3ilA0g2. Next, the columns are adjusted again : dl (4) = dl (3)& = 

f3flAoi$294, and so forth. Starting with column adjustments in the first step yields 
dI(4) = f4i2A&& after the fourth step. It can be shown that under mild conditions 
the iterative procedure converges. The updated matrix can be written as dl = iAoP 
and does not depend on whether the procedure is started with a row adjustment 
or with a column adju~tment.~ 

Typically, the RAS-method has been applied to estimate next year's 
coefficients matrix (Al ) on the basis of this year's matrix (Ao), given next year's 
row and column sums. In this paper we apply the RAS-procedure to estimate the 
input-output table (or parts thereof) in constant prices, on the basis of the table 
in current prices, given the row and column totals in constant prices. 

Below we discuss four cases (see Table 2a-2d) which differ with respect to 
the information that is available. Without loss of generality it is assumed that the 
imports are given as a row vector (m' in current prices or mh in constant prices) 
and that no imports are used for final demand purposes. Similarly, all value- 
added is assumed to be recorded in the production sectors. Total imports are 
denoted as m = mfe(,, and md= m&e(,) , total value-added as v = vre(,, and 
vd = vhe(,, , and total final demand as f = e(,) f and fd = el,,, fd = md + ud . 

In the first case (Table 2a), the (n + 2) x (n + 1) matrix in the upper-left corner 
(i.e. North-West of the double lines) may be estimated in constant prices by the 
RAS-rneth~d.~ The sectoral outputs (xd), the total imports (md) and the total 
value-added (ud) or, equivalently, the total final demand ( fd) are required to be 
known. The double deflation method, in contrast, only requires that xd and md 
are known and additionally provides an estimate of vd. 

'~lthough the method was known in the field of demographics, its introduction to economics 
was due to Stone. Early applications are reported in Stone (1961) and Cambridge University (1963). 

 h he reader is referred to Miller and Blair (1985) for a detailed introduction, to Bacharach (1970) 
or Macgill (1977) for technical aspects. The RAS-procedure can be reformulated as an optimization 
problem with a specific objective function. Also alternative updating procedures based on other ohjec- 
tive functions have been analyzed (for recent contributions, see Kaneko, 1988, or Golan et al., 1994). 
Critical surveys and comparative evaluations of such updating procedures can be found in Allen and 
Gossling (1975) or Lynch (1986). 

9~ feature of the RAS-procedure for updating matrices is that additional information can be 
incorporated. For the present case, this applies to the zeros, which are not adjusted and thus remain 
zero. 



TABLE 2a 

TABLE 2b 

TABLE 2c 

TABLE 2d 

In the second case (Table 2b), the sectoral outputs (xd), the final demands 
(fd) and the total imports (md) are required to be known. From this information 
the total value-added ( u d )  can be deduced. Then, the (n+2) x n matrix in the 
upper-left corner may be estimated by the RAS-method. The double deflation 
method uses the same information and provides no additional results. 

In the third case (Table 2c), the sectoral outputs (xd), the final demands (fd) 
and the imports (mh) are required to be known, from which the total value-added 
(vd) can be deduced. The (n + 1) x n matrix in the upper-left corner may then be 
estimated by the RAS-method. The double deflation method uses the same infor- 
mation and provides no additional results. 

In the last case (Table 2d), the sectoral outputs (xd), the final demands (fd), 
the imports (m&) and the value-added vector (v&) are required to be known. The 
matrix of intermediate deliveries (Zd) may be estimated by the RAS-method. 
When compared to the previous case, the additional information concerns the 
sectoral value-added figures in constant prices. Since the double deflation method 
typically does not use this sort of information, the results for this method would 
be obtained as in the third case. 

A comparison of the double deflation method and the RAS-procedure for 
estimating an input-output table in constant prices may be summarized as follows. 
The advantage of the double deflation method is that it provides an estimate of 



the value-added in the first case (Table 2a). For that case, the total value-added 
in constant prices is required to be specified exogenously for the RAS-method. 
Recall, however, that for many practical purposes, figures in constant prices are 
often widely available for aggregates (including the value-added per sector). The 
advantage of the RAS-procedure is that every element of the deflated input- 
output table has its own, cell-specific price index. In particular for aggregated 
input-output tables, price indexes that apply uniformly within a row are implaus- 
ible. Furthermore, the estimation errors with the RAS-method are smoothed out 
over the entire table, instead of being cumulated in the value-added vector as is 
the case for the double deflation method. 

In general, the input-output table in constant prices obtained by double 
deflation will be different from the one obtained by the RAS-method. Note, how- 
ever, that the first step of the RAS-procedure yields the same estimate for the 
intermediate deliveries (Zd) as the double deflation method, provided that the 
RAS-procedure is started with row adjustments. Also, when the correct table in 
constant prices satisfies the double deflation method and when the value-added 
vector in constant prices is available, the RAS-procedure yields the correct result. 
The first step of the RAS-method gives the same result as double deflation while 
the sectoral values-added are given. Hence, the result after the first step also 
satisfies the prescribed column sums, implying that the RAS-procedure terminates. 

In this section we present the results of an empirical application of the two 
methods. The intermediate deliveries are estimated by the RAS-procedure for the 
case described by Table 2d. That is, given the vectors xd- fd and xi- m&- v&, the 
matrix Zd is estimated. If we denote this estimate as zdRAS, then zdRAS = iZ6 where 
~2~~ satisfies zfASe(,, = xd- fd and e(,,zfAS = X& - mb- v&. Applying the double 
deflation method yields the estimate zdDD=RZ with n =  (ze(,))-'(xd-fd). Note 
that the calculation of zdDD requires only information with respect to xd-fd. If 
in addition also xi- m& is known, the value-added vector in constant prices can 
be estimated as x& - m;- e(,)zdDD. 

Our calculations are based on two input-output tables for the Netherlands 
for 1988 (see Central Bureau of Statistics, 1990, 1994). One is in current prices, 
the other in 1987 prices. The latter table provides the row and column sums 
which are required for the estimation. Using these margins in constant prices, the 
intermediate deliveries in current prices are then "updated" by the RAS-procedure 
and the double deflation method, so as to yield estimates for the intermediate 
deliveries in 1987 prices. These estimates, zdRAS and zdDD, are then compared with 
the published Zd. 

Both published tables record 58 sectors. Recall that the RAS-procedure was 
proposed as an alternative for the double deflation method because the latter was 
shown to suffer from, among other things, aggregation problems. In order to be 
able to indicate the effects of aggregation, we carry out the calculations at an 
aggregate level of 12 sectors. 

Table 3 summarizes the estimation errors. The results are based on 
zdRAS - Zd and zdDD - Zd. The second and third column consider the errors within 
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the rows, the fourth and fifth column in Table 3 focus on the errors within the 
columns. As summary statistics, the table reports for each sector the weighted 
mean absolute percentage error ( WMAPE). The magnitudes of the transactions 
within a row or column are used as weights.'' 

Looking at the errors in the rows of the intermediate deliveries matrix Zd, 
Table 3 shows that RAS and DD perform more or less equally. According to the 

TABLE 3 

ERRORS OF THE DEFLATION PROCEDURES, 
MEASURED BY THE WMAPE 

Rows Columns 

Sector RAS DD RAS DD 

1 0.36 0.50 1.99 2.42 
2 0.34 1.64 0.44 0.78 
3 1.80 1.63 2.70 3.54 
4 5.26 15.06 1.15 4.82 
5 1.07 0.49 0.70 1.24 
6 0.57 0.19 1.07 1.26 
7 0.77 0.76 0.82 1.51 
8 7.63 4.27 11.68 18.00 
9 0.16 0.16 1.48 1.43 

10 1.65 1.06 1.90 2.76 
11 1.77 1.96 1.69 1.66 
12 1.02 0.52 0.71 0.81 

Total 1.43 2.13 1.43 2.13 

Note: I =Agriculture; 2 =Food; 3 =Textiles, 
leather and rubber; 4 =  Mineral and chemical products; 
5 = Metals, electrical goods and transport equipment; 
6 =Building and construction; 7 =Wood, paper and 
glass; 8 =Public services; 9 =Wholesale and retail trade; 
I0 = Transport and communication; 11 =Credit and 
insurance ; 12 =Other services. 

WMAPE, RAS is better than DD in 5 sectors and worse in 7 sectors. The detailed 
results, which have been used for obtaining the summary statistics, indicate that 
RAS yields-in comparison with DD-larger percentage errors in small elements 
and smaller percentage errors in large (and therefore more relevant) elements. 

The picture of both methods performing equally well, changes drastically 
when the errors are considered over the columns. RAS has a better WMAPE 
than DD in no less than 10 sectors. Intuitively speaking, this result is not so 
surprising. The extra information used by the RAS procedure are mainly value 
added data. Adding these data does not change the outcomes of DD, whereas 
the RAS procedure is able to exploit this information. Since value added data are 
used in the estimation of the columns, the better performance of RAS with respect 
to the columns is not surprising. Another reason stems from the procedure itself. 
DD adapts the rows of the intermediate deliveries matrix, so does RAS in its first 

10 An alternative measure for errors that is also used frequently, is the mean absolute error ( M A E ) .  
It should be noted, however, that the WMAPE is related to the MAE, in the sense that correcting 
the MAE for the total intermediate deliveries of a sector yields the WMAPE. As a conse uence, the 
ratio between these two measures is the same. That is, WMAPE'*" WMAPEDD= MAE'*'/MIEDD. 
which holds for each sector. 



step. In the subsequent steps, the RAS-method also adapts the columns so as to 
meet certain requirements. Therefore, we may expect that the performance within 
the columns improves. The performance within the rows is expected to remain 
more or less the same, i.e. some rows will gain from the iterative adaptation so 
that RAS becomes better than DD, other rows will lose. 

The overall results are given in the last row (Total) of Table 3. The sectoral 
results are weighted with the sectoral intermediate deliveries. The total WMAPE 
is clearly smaller (more than 30 percent) for RAS than for DD. It should be 
mentioned, however, that in part this is caused by the very bad result for the 
deliveries from sector 4 to sector 8, which is one of the larger cells of Z d .  Although 
the difference between the total WMAPEs may seem small, it should be borne in 
mind that we are considering the effects of price changes in only one year. 

In conclusion, RAS clearly performs better than DD in estimating the 
columns in constant prices. Both methods perform more or less the same when 
the estimation is considered rowwise. As an overall measure, the weighted mean 
absolute percentage error for RAS is more than 30 percent smaller than for DD. 

The comparison above, between RAS and DD, addressed the user's problem 
of estimating the intermediate deliveries in constant prices, in the case where 
deflated data for the aggregates are available. It is our experience that this is 
usually the case, whenever a full input-output table in constant prices is not 
readily published. Therefore the RAS-method was applied to the situation as 

TABLE 4 

SUMMARY OF ERRORS FOR THE 

CASES IN TABLES 2a-2d 

I Table I RAS DD 

described in Table 2d. Table 4 summarizes the results (total WMAPEs) for all 
four cases, see Tables 2a-2d. Given the user's focus, the errors are presented only 
for the intermediate deliveries and are obtained in the same way as in Table 3. 
Note that for the double deflation method the results are the same for the cases 
2b-2d, since only the errors in the intermediate deliveries are taken into considera- 
tion. The results in Table 4 indicate that knowledge of the sectoral value-added 
in constant prices allows for a substantial reduction in the errors by using the 
RAS-method. In the other three cases (Tables 2a-2c), in which the value-added 
in constant prices is not known by sector, the double deflation method performs 
better than the RAS-method. 

Recall that the RAS-procedure was proposed as a heuristic alternative for 
double deflation since it was shown that the latter method is subject to aggregation 
problems. As a second exercise, we now focus explicitly on the effects of aggrega- 
tion. To this end we have carried out the same calculations as above, but on the 
original %-sector level instead. The detailed results are given in the Appendix. 

The results in the Appendix seem to suggest that DD suffers more from 
aggregation than RAS. That is, at the %-sector level DD is better (i.e. has a lower 



WMAPE) than RAS in 37 rows and in 22 columns. Recall that for the 12- 
sector classification DD was better in 7 rows and 2 columns. The total WMAPE, 
however, is still significantly better for RAS than for DD. Also with respect to 
the total WMAPE, the results for DD have improved; at the 58-sector level the 
total WMAPE is 20 percent lower for RAS than for DD, while it was more than 
30 percent lower at the 12-sector level. 

The aggregation effects can be studied when the deflated 58 x 58 matrices 
zZAS and zFD are aggregated into 12 x 12 matrices. The results are summarized 
in Table 5. In contrast to the results of Table 3, which are obtained by deflation 
after aggregation, the results in Table 5 are thus obtained by aggregation after 
deflation. It is well-known from the literature that calculations can best be carried 
out at the most detailed level after which the results are aggregated. The empirical 
results indicate that this holds also true for deflation. For the columns, all 
WMAPEs in Table 5 are lower than in Table 3. For the rows we find that almost 
all WMAPEs are lower in Table 5 than in Table 3. Due to aggregation, positive 
and negative errors cancel out each other. This also applies to the total WMAPEs 
which are reduced by more than 50 percent. So, aggregation after deflation yields 
substantially better results than deflation after aggregation. 

TABLE 5 

ERRORS FOR AGGREGATION AFTER DEFLATION 

Rows Columns 

Sector RAS D D  RAS D D  

1 0.37 0.41 1.23 1.21 
2 0.61 0.66 0.41 0.51 
3 1.47 1.52 1.54 1.73 
4 1.30 3.60 1.08 2.23 
5 0.48 0.41 0.35 0.30 
6 0.22 0.19 0.20 0.39 
7 0.31 0.38 0.60 0.85 
8 2.65 2.41 2.08 4.62 
9 0.14 0.16 0.98 0.92 

10 0.74 0.62 0.72 0.78 
11 1.67 1.96 1.57 1.48 
12 0.48 0.38 0.29 0.29 

Total 0.64 0.84 0.64 0.84 

A somewhat surprising outcome in this empirical example is that the gains 
of DD over RAS are lost again by aggregation. Comparing the results in the 
Appendix with those in Table 3 indicates that deflation at the detailed level was 
beneficial for DD in particular. That is, the number of cases in which DD has a 
lower WMAPE than RAS improved from 9 out of 24 (Table 3) to 59 out of 116 
(the Appendix). Apparently, this improvement in the performance of DD is offset 
again when the results in the Appendix are aggregated. As was the case in Table 
3, DD has a lower WMAPE than RAS in 9 out of 24 instances in Table 5. This 
effect is also reflected by the total measures. RAS had a total WMAPE that was 
33 percent lower than the one for DD in Table 3, this difference reduced to 20 
percent in the Appendix, but increases again to 24 percent in Table 5. 



This paper considered the problem of deflating an input-output table. To 
solve this problem, it took the view of the user as a point of departure. Therefore, 
data which are generally available for deflation purposes, were assumed to be 
known. Given these data, it was argued that the method of double deflation- 
which is the method that is used predominantly-will most likely produce incorrect 
results, since it suffers from aggregation problems. As an alternative, a heuristic 
method based on the RAS procedure was proposed for the purpose of deflating. 

An empirical analysis showed that the results of the RAS procedure were 
indeed better than the results of the double deflation method, if the value added 
is known in constant prices. The empirical results also indicated that double 
deflation suffers severely from aggregation problems. The more the tables were 
aggregated, the better the performance of the RAS method became in comparison 
to the performance of the double deflation method. Since the first step of the RAS 
procedure will often be equal to the method of double deflation, the errors within 
the columns exhibited a substantial improvement. The performance within the 
rows was found to be more or less similar for both methods. 

APPENDIX 
DEFLATION ERRORS, 58 SECTORS 

Rows Columns Rows Columns 

Sector RAS DD RAS DD Sector RAS DD RAS DD 

Total 1.80 2.26 1.80 2.26 
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